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Various improvements of gradient-descent and conjugate-gradient methods for
solving nonlinear the unconstrained optimization problem are investigated. More
specifically, we investigate possibility of using composite step size in gradient-descent
and conjugate-gradient algorithms. The composite step size is generated as a function
of different parameters. The first modification suggests a slight increase in the step
size involved in gradient-descent methods. Another class of methods utilizes addi-
tional parameters which are defined using appropriate scalar approximations of the
Hessian. One possibility to define additional tuning in optimization methods occurs
by hybridizing gradient descent methods with the Picard-Mann-Ishikawa iterative
process. An additional approach to defining acceleration parameters is based on the
application of the neutrosophic logic and three membership functions in determining
appropriate step size for a class of descent direction methods. It is proved that the
proposed methods are linearly convergent for uniformly convex functions as well as
under some standard conditions. Numerical tests and comparisons are presented.

References
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[2] B. Ivanov, G. V. Milovanović, P. S. Stanimirović, Accelerated Dai-Liao projection
method for solving systems of monotone nonlinear equations with application to
image deblurring, Journal of Global Optimization, doi:10.1007/s10898-022-01213-
4.

1
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[6] M. J. Petrović, P. S. Stanimirović, Accelerated Double Direction method for solv-
ing unconstrained optimization problems, Mathematical Problems in Engineering,
Volume 2014 http://dx.doi.org/10.1155/2014/965104
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