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APPROXIMATION BY A COMPOSITION OF
APOSTOL-GENOCCHI AND PǍLTǍNEA-DURRMEYER

OPERATORS

NAV SHAKTI MISHRA1 AND NAOKANT DEO1

Abstract. The present paper deals with the Durrmeyer construction of operators
based on a class of orthogonal polynomials called Apostol-Genocchi polynomials.
For the proposed operators, we first establish a global approximation result followed
by its convergence estimate in terms of usual, r-th and weighted modulus of con-
tinuity. We further study the asymptotic type results such as the Voronovskaya
theorem and quantitative Voronovskaya theorem. Moreover, we estimate the rate of
pointwise convergence of the proposed operators for functions of bounded variation
defined on the interval (0,∞). Finally, the results are validated through graphical
representations and an absolute error table.

1. Introduction

Recently, Prakash et al. [20] proposed the following positive linear sequence of
operators:

Gα,λ
n (f ;x) =

∞∑
k=0

sα,λn,k (x)f
(
k

n

)
, x ∈ [0,∞),(1.1)

where sα,λn,k (x) = e−nx
(

1+λe
2

)α gαk (nx;λ)
k! and gαk (x;λ) is the generalized Apostol-Genocchi

polynomials of order α, which belong to the class of orthogonal polynomials. These
polynomials were defined for a complex variable z, |z| < π in [16]. However, in
this study we limit ourselves to a real variable t ∈ [0,∞). The generalized Apostol
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Genocchi polynomial of order α, i.e., gαk (x;λ) can be estimated with the help of
following generating function:( 2t

1 + λet

)α
ext =

∞∑
k=0

gαk (x;λ) t
k

k! .(1.2)

The more explicit form of gαk (x;λ) was proposed by Luo and Srivastava in [17].
They presented some elementary properties of these polynomials and derived explicit
series representation of gαk (x;λ) in terms of hypergeometric function defined by Gauss.
The series is given as follows:

gαk (x;λ) =2αα!
(
k

α

)
k−α∑
n=0

(
k − α
n

)(
α + n− 1

n

)
λn

(1 + λ)α+n

×
n∑
j=0

(−1)j
(
n

j

)
jn(x+ j)k−n−α2F1

(
α + n− k, n;n+ 1; j

x+ j

)
,

where {k, α} ∈ N∪ {0}, λ ∈ R \ {−1}, x ∈ R and 2F1 (a, b; c; t) denotes the Gaussian
hypergeometric function defined by

2F1 (a, b; c; t) = 2F1 (b, a; c; t) =
∞∑
k=0

(a)k(b)k
(c)k

· t
k

k! .

In particular, for α = 1 and λ = 1, these operators reduce to classical Genocchi
polynomials which are obtained by the following generating function:

2text
et + 1 =

∞∑
k=0

gk (x) t
k

k! , |t| < 2π, x ∈ R,

where gk (x) = gk (x; 1). It can be clearly seen that gk(x) are the kth-degree polyno-
mials, few terms of which are given as follows:

g1 (x) = 1, g2 (x) = 2x− 1, g3 (x) = 3x (x− 1) ,
g4 (x) = 4x3 − 6x2 + 1, g5 (x) = 5x4 − 10x3 + 5x, . . .

For the case x = 0, one can obtain the so-called Genocchi numbers gk using the
relation:

gk (x) =
k∑
i=0

(
k

i

)
gix

k−i.

Genocchi numbers can be defined in many ways depending on the field where they are
intended to be applied. They find a wide range of application in numerical analysis,
combinatorics, number theory, graph theory etc. Luo [15,16] defined Apostol-Genocchi
polynomials of higher order and also introduced q-Apostol-Genocchi polynomials. He
studied the relationship of these polynomials with Zeta function. In the last two
decades, a surprising number of papers appeared studying Genocchi numbers, their
combinatorial relations, Genocchi polynomials and their generalisations along with
their various expansions and integral representations. To the readers, we suggest
following articles [4, 18,21] and references therein.
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In the recent past, much work has been dedicated towards the Durrmeyer type mod-
ification of linear positive operators. For instance, Dhamija and Deo [8] introduced
the Durrmeyer form of Jain operators based on inverse Pólya-Eggenberger distribu-
tion. They studied its moments with the aid of Vandermonde convolution formula
and analysed other approximation properties. Heilmann and Raşa [12] studied a
link between Baskakov-Durrmeyer type operators and their corresponding classical
Kantorovich variants. Acu and Radu [3] introduced and studied a class of operators
which link α-Bernstein operators and genuine α-Bernstein Durrmeyer operators. To
see more work relevant to this area, one may refer [2, 5, 7, 10,11,13].

Inspired by above stated researches, we now consider a Durrmeyer type modification
of Apostol-Genocchi operators based on Pǎltǎnea basis on positive real line. For
f ∈ C[0,∞) and ρ > 0, the operators are defined as follows:

Mα,λ
n (f ;x) =

∞∑
k=0

sα,λn,k (x)
∞∫
0

lρn,k (t)f (t) dt, x ∈ [0,∞),(1.3)

where lρn,k (t) = nρe−nρt (nρt)kρ−1

Γ(kρ) and sα,λn,k (x) is defined in (1.1).
The outline of the study is as follows. We consider a Durrmeyer type construction

of Apostol-Genocchi operators based on the basis function due to Pǎltǎnea [19] with
real parameters α, λ and ρ. We establish approximation estimates such as a global
approximation theorem and rate of approximation in terms of usual, r-th and weighted
modulus of continuity. We further study asymptotic formulae such as Voronovskaya
theorem and quantitative Voronovskaya theorem. The last theorem is an application
of the proposed operators for the functions whose derivatives are of bounded variation.
Moreover, the approximation and the absolute error therein has been shown graphically
by varying the values of various parameters using Mathematica software.

2. Preliminaries

Before proceeding to our main results, we state some general lemmas which are
useful throughout this paper. In addition, we have used Mathematica software wher-
ever necessary for complex and tedious calculations such as for moments and central
moments etc.

Lemma 2.1. For es (t) = ts, s ∈ N ∪ {0} and ρ > 0, we have
∞∫
0

lρn,k (t)ts = (kρ+ s− 1)!
(nρ)s (kρ− 1)! = (kρ)s

(nρ)s ,

where the symbol (β)n = β (β + 1) (β + 2) · · · (β + n− 1) , (β)0 = 1 denotes the rising
factorial.

Lemma 2.2. For operators (1.3), the moments are obtained as follows:

Mα,λ
n (e0;x) = 1,
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Mα,λ
n (e1;x) = x+ α

n (1 + λe) ,

Mα,λ
n (e2;x) = x2 + x

n

[
1 + 2α + λe

(1 + λe) + 1
ρ

]
+ 1
n2

[
α2 − 2αλe− αe2λ2

(1 + λe)2 + α

ρ (1 + λe)

]
,

Mα,λ
n (e3;x)

=x3 + x2

n

[
3(α + λe+ 1)

(1 + λe) + 3
ρ

]

+ x

n2

[
3α2 − 3αλ2e2 − 3αλe+ 3α + λ2e2 + 2λe+ 1

(1 + λe)2 + 3(2α + λe+ 1)
ρ(1 + λe) + 2

ρ2

]

+ 1
n3

[
α3 − 3α2λ2e2 − 6α2λe− αλ3e3 − 4αλ2e2 − 5αλe

(1 + λe)3 + 2α
ρ2(1 + λe)

+3 (α2 − αλ2e2 − 2αλe)
ρ(1 + λe)2

]
,

Mα,λ
n (e4;x)

=x4 + x3

n

[
2α + 3λe+ 3

(1 + λe) + 6
ρ

]

+ x2

n2

[
25 + 12α + 6α2 + 50eλ+ 25e2λ2 − 6αe2λ2

(1 + λe)2 + 18 (1 + α + eλ)
(1 + λe)ρ + 11

ρ2

]

+ x

n3

[
7 + 20α + 63α2 + 2α3 − 6α2e2λ2 − 9α2λe

(1 + λe)3

+ −5αe3λ3 + 4αe2λ2 + 24αλe+ 7e3λ3 + 21λe
(1 + λe)3

+6 (3α2 − 3αe2λ2 − 3αλe+ 3α + e2λ2 + 2λe+ 1)
(1 + λe)2ρ

+ 11(1 + 2α + λe)
(1 + λe)ρ2 + 6

ρ3

]

× 1
n4

[
α4− 6e2α3λ− 12eα3λ− 16e4αλ4+ 8e3αλ3− 82e3αλ2 − 118e2αλ2 − 66α+ λe

(1 + λe)4

+ 6 (α3 − 3e2α2λ2 − 6eα2λ− e3αλ3 − 4e2αλ2 − 5eαλ)
(1 + λe)3ρ

+ 11 (α2 − αe2λ2 − 2αλe)
(1 + λe)2ρ2

+ 6α
(1 + λe)ρ3

]
.

Proof. In the proposed operators (1.3), for s = 0, 1, 2 respectively we have 1.
2. For s = 1, again using Lemma 2.1 we have

(2.1) Mα,λ
n (e1;x) = e−nx

n

(
1 + λe

2

)α ∞∑
k=0

gαk (nx;λ)
k! k.
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Differentiating both sides of (1.2) with respect to t and taking limits t → 1 and
x→ nx, we have

∞∑
k=0

gαk (nx;λ)
k! k = 2αenx

( 1
1 + λe

)1+α
(α + nx (1 + λe)) .

Making use of this value in equation (2.1), we obtain the first moment.
3. Similarly for s = 2, we have

(2.2) Mα,λ
n (e2;x) = e−nx

n2

(
1 + λe

2

)α ∞∑
k=0

gαk (nx;λ)
k! k2.

On differentiating both sides of (1.2) with respect to t and taking limits t → 1 and
x→ nx, we have

∞∑
k=0

gαk (nx;λ)
k! k (k − 1) =2αenx

( 1
1 + λe

)1+α
{2nsα (1 + λe)

+n2x2(1 + λe)2 − (λe (3 + λe)− α + 1)
}
.

Combining this with the first order moment and equation (2.2) we obtain the third
moment.

We can obtain the higher order moments in a similar way. �

Lemma 2.3. Let us define δsn(x) = Mα,λ
n (Φs;x), where Φs(t) = (e1−x)s and s = 1, 2.

Then, from Lemma 2.2 we have

δ(1)
n (x) = α

n (1 + λe) ,

δ(2)
n (x) = x

n

[
1 + 1

ρ

]
+ 1
n2

[
α2 − 2αλe− αe2λ2

(1 + λe)2 + α

ρ (1 + λe)

]
.

Furthermore,

lim
n→∞

nMα,λ
n (Φ1;x) = α

(1 + λe) ,

lim
n→∞

nMα,λ
n (Φ2;x) =

(
1 + 1

ρ

)
x,

lim
n→∞

n2Mα,λ
n (Φ4;x) =3 (1 + (6 + 8α) ρ− (3 + 8α) ρ2 + λe (1 + 6ρ− 3ρ2))x2

(1 + λe) ρ2

and
lim
n→∞

n3Mα,λ
n (Φ6;x) = (1 + ρ) (2 + ρ+ 3αρ+ λe (2 + ρ))x5

(1 + λe)3ρ4
.

Remark 2.1. Since fourth and sixth central moments are too lengthy and unnecessarily
space consuming, we are omitting their values here. Instead we choose to write their
limiting values, which is useful in the proofs of our main theorems.
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3. Main Theorems

Theorem 3.1. For any f ∈ CB[0,∞), where CB[0,∞) is the class of all continuous
and bounded functions, we have

Mα,λ
n (f (t) ;x) = f (x)

uniformly on any compact subset of [0,∞).

Proof. Taking into account Lemma 2.2, we can easily see that Mα,λ
n (er;x) → xr for

each r = 0, 1, 2 and hence using the well known Korovkin’s theorem due to [14],
operators Mα,λ

n converge uniformly on each compact subset of [0,∞). �

3.1. Global approximation. Let us denote Bf [0,∞) the space of all functions f
on positive real axis that satisfy the condition |f(x)| ≤ Hf (1 + x2) where Hf is a
constant depending only on f but independent of x.

Let Cf [0,∞) be the subspace of Bf [0,∞) containing all continuous f on [0,∞).
The norm in Cf [0,∞) is defined by

||f ||2 = sup
x∈[0,∞)

|f(x)|
1 + x2 .

Also, let C l
f [0,∞) :=

{
f ∈ Cf [0,∞) : limx→∞

|f(x)|
1+x2 is finite

}
.

Theorem 3.2. For each f ∈ C l
f [0,∞), we have

lim
n→∞

∥∥∥Mα,λ
n (f ;x)− f

∥∥∥
2

= 0.

Proof. The proof of this theorem can be given by application of Korovkin theorem [9]
on the interval [0,∞). Therefore, it would suffice if we prove that

(3.1) lim
n→∞

∥∥∥Mα,λ
n (el;x)− el

∥∥∥
2

= 0, l = 0, 1, 2.

For l = 0, condition (3.1) holds as operators Mα,λ
n preserve constant functions. Next,

we can write ∥∥∥Mα,λ
n (e1;x)− x

∥∥∥
2
≤ sup

x∈[0,∞)

α

n(1 + λe)(1 + x2) → 0,

for adequately large n. Therefore, the condition (3.1) is satisfied for l = 1.
Finally, we write∥∥∥Mα,λ

n (e2;x)− x2
∥∥∥

2
≤ sup

x∈[0,∞)

1
(1 + x2)

{
x

n

(
1 + 1

ρ

)
+ 1
n2

(
α2 + 2αλe− αe2λ2

(1 + λe)2

+ α

ρ (1 + λe)

)}
,

which suggests
lim
n→∞

∥∥∥Mα,λ
n (e2;x)− e2

∥∥∥
2

= 0.
Hence, the theorem follows. �
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Let CB[0,∞) be the class of all continuous and bounded real valued functions. We
define the r-th order modulus of continuity by ωr (f, δ) and define it as

ωr (f, δ) = sup
x∈[0,∞)

sup
0≤h≤δ

|∆r
hf (x)| ,

where ∆ denotes the forward difference. In particular, the usual modulus of continuity
is defined for r = 1 and is denoted by ω (f, δ). Moreover, we define the norm as
‖f‖ = sup

x∈[0,∞)
|f (x)|.

Also, the Peetre’s K-functional for the function g ∈ C2
B[0,∞) is defined as:

K2(f ; δ) = inf
g∈C2

B [0,∞)

{
‖f − g‖+ δ ‖g′′‖ : g ∈ C2

B[0,∞)
}
,

where
C2
B[0,∞) = {g ∈ CB[0,∞) : g′, g′′ ∈ CB[0,∞)}.

The next theorem establishes the degree of approximation of the operators Mα,λ
n in

terms of the usual and second order modulus of continuity for the functions in the
space CB[0,∞).
Theorem 3.3. For ~ ∈ C2

B [0,∞), define the auxiliary operators Q̃α,λn as

Q̃α,λn (~;x) = Mα,λ
n (~;x)− ~

(
x+ α

n (1 + λe)

)
+ ~(x).(3.2)

Then there exists a constant C > 0 such that
|Mα,λ

n (~, x)− ~(x)| ≤ Cω2(~,
√
δ) + ω(~, δ(1)

n (x)),
where

δ = δ(2)
n (x) +

(
α

n(1 + λe)

)2

.

Proof. Using Lemma 2.2, one can easily observe that Q̃α,λn ((t− x);x) = 0.
Let f ∈ C2

B[0,∞), then by Taylor’s expansion we have

f(t) = f(x) + (t− x)f ′(x) +
t∫
x

(t− u)f ′′(u)du.

Moreover, we can write∣∣∣Q̃α,λn (f ;x)− f(x)
∣∣∣ =

∣∣∣∣∣∣Q̃α,λn
 t∫
x

(t− u)f ′′(u)du, x
∣∣∣∣∣∣

≤

∣∣∣∣∣∣Mα,λ
n

 t∫
x

(t− u)f ′′(u)du, x
∣∣∣∣∣∣

+

∣∣∣∣∣∣∣∣
(x+ α

n(1+λe))∫
x

((
x+ α

n (1 + λe)

)
− u

)
f ′′(u)du

∣∣∣∣∣∣∣∣
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≤

Mα,λ
n

(
(t− x)2;x

)
+
(

α

n (1 + λe)

)2
 ‖f ′′‖ .(3.3)

Since we know that ∣∣∣Mα,λ
n (~;x)

∣∣∣ ≤ ‖~‖ ,
therefore ∣∣∣Q̃α,λn (~;x)

∣∣∣ ≤ ∣∣∣Mα,λ
n (~;x)

∣∣∣+ ∣∣∣∣∣~
(
x+ α

n (1 + λe)

)∣∣∣∣∣+ |~(x)| ≤ 3 ‖~‖ .(3.4)

Finally, combining equations (3.2), (3.3) and (3.4), we get∣∣∣Mα,λ
n (~;x)− ~(x)

∣∣∣ ≤ ∣∣∣Q̃α,λn (~− f);x)− (~− f)(x)
∣∣∣+ ∣∣∣Q̃α,λn (f ;x)− f(x)

∣∣∣
+
∣∣∣∣∣~(x)− ~

(
x+ α

n(1 + λe)

)∣∣∣∣∣
≤4 ‖~− f‖+

Mα,λ
n

(
(t− x)2;x

)
+
(

α

n (1 + λe)

)2
 ‖f ′′‖

+
∣∣∣∣∣~(x)− ~

(
x+ α

n(1 + λe)

)∣∣∣∣∣
≤C

‖~− f‖+
δ(2)

n (x) +
(

α

n (1 + λe)

)2
 ‖f ′′‖


+ ω

(
~,

α

n (1 + λe)

)
.

Taking infimum over all f ∈ C2
B[0,∞) and using the result K2 (f, δ) ≤ ω2

(
f,
√
δ
)
due

to [6], we get the desired outcome. �

Theorem 3.4. Let ~ ∈ CB(0,∞), then for any r > 0, x ∈ [0, r] and adequately large
n, we have ∣∣∣Mα,λ

n (~;x)− ~ (x)
∣∣∣ 6 4H~

(
1 + x2

) D
n

+ 2ωr+1

~,
√
D

n

 ,
where D is a positive constant.

Proof. If x ∈ [0, r] and t > r + 1, then t − x > 1. Therefore, we have the following
inequality:

|~ (t)− ~ (x)| 6 4H~
(
1 + x2

)
(t− x)2.

Again for x ∈ [0, r] and t ∈ [0, r + 1] and using the well known inequality ω (f, βδ) 6
(β + 1)ω (f, δ) , β ∈ (0,∞), one can obtain

|~ (t)− ~ (x)| 6
(

1 + |t− x|
δ

)
ωr+1 (~, δ) .
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From (3.5) and (3.5), we can write

|~ (t)− ~ (x)| 6 4H~
(
1 + x2

)
(t− x)2 +

(
1 + |t− x|

δ

)
ωr+1 (~, δ) .

Applying operator Mα,λ
n in the above relation and making use of Cauchy-Schwarz

inequality, we get∣∣∣Mα,λ
n (~;x)− ~ (x)

∣∣∣ 64H~
(
1 + x2

)
Mα,λ

n

(
(t− x)2;x

)
+
(

1 + 1
δ
Mα,λ

n (|t− x| ;x)
)
ωr+1 (~, δ)

64H~
(
1 + x2

)
Mα,λ

n

(
(t− x)2;x

)
+ 2ωr+1

(
~,
√
M

α,λ
n

(
(t− x)2;x

))
.

Since Mα,λ
n

(
(t− x)2;x

)
6 D

n
, where D is a positive constant, it follows that for

adequately large n, we have
∣∣∣Mα,λ

n (~;x)− ~ (x)
∣∣∣ 6 4H~

(
1 + x2

) D
n

+ 2ωr+1

~,
√
D

n

 ,
which is the required result. �

3.2. Quantitative Voronovskaya theorem and Voronovoskaya theorem. Let
CB [0,∞) be the subspace of Bf [0,∞) containing all continuous and bounded func-
tions f for which lim

x→∞
|f (x)| (1 + x2)−1 is finite.

The weighted modulus of continuity Ω (f, δ) due to [1] for each f ∈ CB [0,∞) is
defined as

Ω (f, δ) = sup
x∈[0,∞),|h|<δ

|f (x+ h)− f (x)|
(1 + h2 + x2 + h2x2) .

In the next theorem, we discuss the quantitative Voronovskaya theorem for the pro-
posed operators (1.3) and derive a Voronovoskaya asymptotic result as a resulting
corollary, making use of the following properties of weighted modulus of continuity.
For every f ∈ C l

f [0,∞),
(a) Ω (f, δ)→ 0 for δ → 0;
(b) |f (t)− f (x)| ≤

(
1 + (t− x)2

)
(1 + x2) Ω (f, |t− x|) .

Theorem 3.5. Let ~′′ ∈ C l
2 [0,∞) and x ∈ [0,∞). Then we have∣∣∣∣∣Mα,λ

n (~;x)− ~(x)− α

n (1 + λe)~
′ (x)

−1
2

(
x

n

(
1 + 1

ρ

)
+ 1
n2

(
α2 + 2αλe− αe2λ2

(1 + λe)2 + α

ρ (1 + λe)

))
~′′ (x)

∣∣∣∣∣
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≤8 (1 + x2)
n

Ω
(
~′′,

1√
n

)
.

Proof. By Taylor’s expansion, we may write

Mα,λ
n (~;x)− ~(x) = Mα,λ

n ((~(t)− ~(x)) ;x)

= Mα,λ
n

(
(t− x) ~′ (x) + (t− x)2

2 ~′′ (x) + λ̄ (t, x) (t− x)2;x
)
,

where λ̄ (t, x) = (~′′ (ς)− ~′′ (x))/2 is a continuous function which tends to zero at 0
and ς lies between x and t. Using Lemma 2.3, we get∣∣∣∣∣Mα,λ

n (~;x)− ~(x)− α

n (1 + λe)~
′ (x)

−1
2

(
x

n

(
1 + 1

ρ

)
+ 1
n2

(
α2 + 2αλe− αe2λ2

(1 + λe)2 + α

ρ (1 + λe)

))
~′′ (x)

∣∣∣∣∣
≤Mα,λ

n

(
|λ̄ (t, x)| (t− x)2;x

)
.

With simple manipulations in property (b) of weighted modulus of continuity and
using |ς − x| ≤ |t− x|, we can write

|λ̄ (t, x)| ≤ 8
(
1 + x2

)(
1 + (t− x)4

δ4

)
Ω (~′′, δ) ,

which implies that

|λ̄ (t, x)| (t− x)2 ≤ 8
(
1 + x2

)(
(t− x)2 + (t− x)6

δ4

)
Ω (~′′, δ) .

Therefore, in view of Lemma 2.3, we can write

Mα,λ
n

(
|λ̄ (t, x)| (t− x)2;x

)
≤ 8

(
1 + x2

)
Ω (~′′, δ)

{
δ(2)
n (x) + 1

δ4 δ
(6)
n (x)

}
,

as n→∞. Choosing δ = 1√
n
, we get the desired outcome. �

Corollary 3.1. Let f be a bounded and integrable function on the interval [0,∞) such
that the second derivative of f exists at a fixed point x ∈ [0,∞). Then

lim
n→∞

n(Mα,λ
n (f ;x)− f(x)) = α

(1 + λe)f
′(x) + x

(
1 + 1

ρ

)
f ′′(x).

3.3. Functions of derivatives of bounded variation. Next we estimate the rate of
convergence of the operators (1.3) for functions with derivatives of bounded variation
defined on [0,∞).

Let f ∈ DBVτ [0,∞) be the class of functions whose derivatives are of bounded
variation on any finite subinterval of [0,∞) and satisfy the growth condition |f(t)| ≤
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Ktτ , τ > 0 for all t > 0 and constant K > 0. For such functions, let us represent our
proposed operators (1.3) in the following form

(3.5) Mα,λ
n (f ;x) =

∞∫
0

qα,λn,ρ (x; t)f(t)dt,

where qα,λn,ρ (x; t) =
∞∑
k=0

sα,λn,k(x)lρn,k(t).

Lemma 3.1. For x ∈ [0,∞) and adequately large n, we have
(i) if 0 ≤ y < x, then

ϑn (x, y) =
∫ y

0
qα,ρn (x; t) dt ≤ Kδ2

n (x)
n(x− y)2 ;

(ii) if x < z ≤ ∞, then

1− ϑn (x, z) =
∫ ∞
z

qα,ρn (x; t) dt ≤ Kδ2
n (x)

n(z − x)2 .

Proof. (i) Taking into account Lemma 2.2 and proposed operators (1.3), we have

ϑn (x, z) =
∫ y

0
qα,ρn (x; t) dt

≤
∫ y

0
qα,ρn (x; t)

(
x− t
x− y

)2

dt = 1
(x− y)2

∫ y

0
(t− x)2qα,ρn (x; t) dt

≤ 1
(x− y)2M

α,λ
n

(
(t− x)2;x

)
≤ Kδ2

n (x)
n(x− y)2 .

Proof of (ii) is similar to (i). �

Theorem 3.6. Consider a function f of bounded variation on every sub-interval of
[0,∞) that satisfies the growth condition |f (t)| ≤ Ktτ for some absolute constant K
and τ > 0. If there exists an integer γ, (2γ ≥ τ) such that f (t) ≤ O (tγ) for every
t > 0, then for γ > 0, x ∈ [0,∞) and sufficiently large n, we have∣∣∣Mα,λ

n (f ;x)− f(x)
∣∣∣ ≤1

2 (f ′ (x+) + f ′ (x−)) δ1
n (x)

+
√
Kδ2

n (x)
4n |f ′ (x+)− f ′ (x−)|+ x√

n

x+ x√
n

∨
x− x√

n

(f ′x)

+ Kδ2
n (x)
nx

[√n]∑
k=1

x+ x√
k

∨
x−x

k

(f ′x) + Kδ2
n (x)
nx2 |f (2x)− f (x)− xf ′ (x)|

+ ℘(γ, τ, x) + Kδ2
n (x)
nx2 |f (x)|+

√
Kδ2

n (x)
n

f ′ (x+) ,
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where
a
∨
b

(f) denotes the total variation of f on any finite subinterval [a, b] of [0,∞)

and ℘(γ, τ, x) := 2γÇ
(
∞∫
0

(t− x)2τqα,λn,ρ (x; t) dt
) γ

2τ

.

Proof. For x ∈ [0,∞), we can write for our proposed operators (3.5) that

Mα,λ
n (f ;x)− f(x) =

∞∫
0

qα,λn,ρ (x; t) (f (t)− f (x)) dt

=
∞∫
0

qα,λn,ρ (x; t)
 t∫
x

f ′ (x) du
 dt.(3.6)

Also for any f ∈ DBVγ[0,∞), equality (3.7) holds true, i.e.,

f ′ (u) =1
2 (f ′ (x+) + f ′ (x−)) + f ′x (u) + 1

2 (f ′ (x+)− f ′ (x−)) sgn (u− x)

+ δx (u)
(
f ′ (u)− 1

2 (f ′ (x+) + f ′ (x−))
)
,(3.7)

where
δx(u) =

{
1, u = x,
0, u 6= x.

It can be easily verified that:
∞∫
0

 t∫
x

(
f ′ (u)− 1

2 (f ′ (x+) + f ′ (x−))
)
δx(u)du

qα,λn,ρ (x; t) dt = 0.

Now in view of our proposed operators (3.5), we may write
∞∫
0

 t∫
x

(1
2 (f ′ (x+) + f ′ (x−))

)
du

qα,λn,ρ (x; t) dt

=1
2 (f ′ (x+) + f ′ (x−))Mα,λ

n ((t− x);x) .

Moreover
∞∫
0

 t∫
x

(1
2 (f ′ (x+)− f ′ (x−)) sgn(u− x)

)
du

qα,λn,ρ (x; t) dt

≤1
2 |f

′ (x+)− f ′ (x−)|
∞∫
0

|t− x| qα,λn,ρ (x; t) dt

≤1
2 |f

′ (x+)− f ′ (x−)|
(
Mα,λ

n

(
(t− x)2;x

))1/2
.(3.8)

Making use of equations (3.7)–(3.8) and Lemma 2.2 in equation (3.6), we get

Mα,λ
n (f ;x)− f (x) ≤1

2 (f ′ (x+) + f ′ (x−))Mα,λ
n ((t− x) ;x)
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+ 1
2 |f

′ (x+)− f ′ (x−)|
(
Mα,λ

n

(
(t− x)2;x

))1/2

+
∞∫
0

 t∫
x

f ′x (x) du
 qα,λn,ρ (x; t) dt

≤1
2 (f ′ (x+) + f ′ (x−))Mα,λ

n ((t− x) ;x)

+
√
Kδ2

n (x)
4n |f ′ (x+)− f ′ (x−)|

+
∞∫
0

 t∫
x

f ′x (x) du
 qα,λn,ρ (x; t) dt.

Taking absolute values on both sides and rewriting equation we have:∣∣∣Mα,λ
n (f ;x)− f (x)

∣∣∣ ≤1
2 (f ′ (x+) + f ′ (x−))Mα,λ

n ((t− x) ;x)

+
√
Kδ2

n (x)
4n |f ′ (x+)− f ′ (x−)|+ Pn1 (x) + Pn2 (x) ,(3.9)

where

Pn1 (x) =

∣∣∣∣∣∣
x∫

0

 t∫
x

f ′x (x) du
 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣
and

Pn2 (x) =

∣∣∣∣∣∣
∞∫
x

 t∫
x

f ′x (x) du
 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣ .
Integrating by parts after applying Lemma 3.1, and taking y = x− x√

n
, we obtain

Pn1 (x) ≤
x− x√

n∫
0

ϑn(x; t) |f ′x (t)| dt+
x∫

x− x√
n

ϑn(x; t) |f ′x (t)| dt.

Since f ′x(x) = 0 and ϑn(x; t) ≤ 1, it implies
x∫

x− x√
n

ϑn(x; t) |f ′x (t)| dt =
x∫

x− x√
n

ϑn(x; t) |f ′x (t)− f ′x (x)| dt

≤
x∫

x− x√
n

x
∨
t

(f ′x) dt ≤
x√
n

x
∨

x− x√
n

(f ′x) .

Again using Lemma 3.1 and substituting y = x− x
u
we obtain

x− x√
n∫

0

ϑn(x; t) |f ′x (t)| dt ≤ Kδ2
n (x)
n

x− x√
n∫

0

|f ′x (t)|
(x− t)2dt ≤

Kδ2
n (x)
nx

√
n∫

1

x
∨
x− x

u

(f ′x) du
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≤ Kδ2
n (x)
nx

[√n]∑
k=1

x
∨
x−x

k

(f ′x).

Thus, we can write Pn1 (x) as

Pn1 (x) ≤ x√
n

x
∨

x− x√
n

(f ′x) + Kδ2
n (x)
nx

[√n]∑
k=1

x
∨
x−x

k

(f ′x).(3.10)

Next, to estimate Pn2 (x), we have

Pn2 (x) ≤

∣∣∣∣∣∣
2x∫
x

 t∫
x

f ′x (u) du
 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣+
∣∣∣∣∣∣
∞∫

2x

 t∫
x

f ′x (u) du
 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣
≤ An (x) +Bn (x) ,

where

An (x) =

∣∣∣∣∣∣
2x∫
x

 t∫
x

f ′x (u) du
 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣
and

Bn (x) =

∣∣∣∣∣∣
∞∫

2x

 t∫
x

f ′x (u) du
 qα,λn,ρ (x; t) dt

∣∣∣∣∣∣ .
Since 1− ϑn(x, t) ≤ 1, by putting t = x+ x

u
successively, we have

An (x) =

∣∣∣∣∣∣
2x∫
x

f ′x (u) (1− ϑn(x, 2x)) du−
2x∫
x

f ′x (t) (1− ϑn(x, t) dt

∣∣∣∣∣∣
≤Kδ

2
n (x)
nx2 |f (2x)− f (x)− xf ′ (x)|+

x+ x√
n∫

x

|f ′x (t)| |1− ϑn (x, t)|dt

+
2x∫

x+ x√
n

|f ′x (t)| |1− ϑn (x, t)|dt

≤Kδ
2
n (x)
nx2 |f (2x)− f (x)− xf ′ (x)|+ Kδ2

n (x)
n

2x∫
x+ x√

n

V t
x (f ′x)

(t− x)2dt+
x+ x√

n∫
x

t
∨
x
(f ′x)dt

≤Kδ
2
n (x)
nx2 |f (2x)− f (x)− xf ′ (x)|+ Kδ2

n (x)
n

[
√
n]∑

k=1

x+ x√
k

∨
x

(f ′x) + x√
n

x+ x√
n

∨
x

(f ′x) .

Further we estimate the value of Bn (x) as follows:

Bn (x) =

∣∣∣∣∣∣
∞∫

2x

 t∫
x

f ′x(u)du
 qα,λn,ρ (x; t)dt

∣∣∣∣∣∣(3.11)
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≤Ç
∞∫

2x

tγqα,λn,ρ (x; t) dt+ |f(x)|
∞∫

2x

qα,λn,ρ (x; t) dt+
√
Kδ2

n (x)
n

f ′(x+).(3.12)

It is obvious that t ≤ 2(t − x) and x ≤ t − x, when t ≥ 2x. Now applying Hölder’s
inequality in the first term of equation (3.11), we get

Bn (x) =2γÇ
 ∞∫

0

(t− x)2τqα,λn,ρ (x; t) dt


γ
2τ

+ Kδ2
n (x)
nx2 |f (x)|+

√
Kδ2

n (x)
n

f ′ (x+)

=℘(γ, τ, x) + Kδ2
n (x)
nx2 |f (x)|+

√
Kδ2

n (x)
n

f ′ (x+) .(3.13)

Finally, combining equations (3.10)–(3.13) and putting values of Pn1 (x) and Pn2 (x)
in (3.9), we get the required result and the theorem is proved. �

Example 3.1. Let f(x) = x4 − 3x3 + 2x2 + 1. We choose parameters α = λ = 2 and
ρ = 3. For n = 10, 50, 100, 200, we have the following representations.

(a) Figure 1 shows the rate of approximation of the operators Mα,λ
n towards the

function f . Clearly the proposed operators (1.3) converge to the function f
for sufficiently large n.

(b) In Figure 2, the associated absolute error Θn = |Mα,λ
n (f ;x) − f(x)| is rep-

resented graphically for arbitrary values of x in interval [0,∞). It can be
observed that error is monotonically decreasing for increasing n.

(c) An error estimation table is provided in Table 1 which depicts that for higher
value of n, the error approaches to zero.

Therefore, it can be concluded that proposed operators (1.3) provide good approxi-
mation for n adequately large.

0.0 0.5 1.0 1.5 2.0

0.0

0.2

0.4

0.6

0.8

1.0

1.2

f(x) n=10 n=50 n=100 n=200

Figure 1. Convergence of Mα,λ
n (f ;x) for the polynomial function

f(x) = x4 − 3x3 + 2x2 + 1 with parameters α = λ = 2, ρ = 3.
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0.0 0.5 1.0 1.5 2.0 2.5

0.0

0.2

0.4

0.6

0.8

1.0

1.2

Θ10 Θ50 Θ100 Θ200

Figure 2. Absolute error Θn = Mα,λ
n (f ;x) − f(x)| of the proposed

operators for f(x) = x4 − 3x3 + 2x2 + 1 with parameters α = λ = 2,
ρ = 3.

Table 1. Table for Absolute error Θn = |Mα,λ
n (f ;x) − f(x)| of the

proposed operators Mα,λ
n .

x Θ10 Θ50 Θ100 Θ200
0.4 0.0100759 0.00856603 0.0045899 0.00236582
0.8 0.166213 0.0652568 0.0345534 0.0177532
1.2 0.232451 0.120425 0.0647845 0.0335316
1.6 0.0454756 0.123219 0.0698567 0.0369876
2.0 0.921829 0.022785 0.0243437 0.0154083
2.4 2.65087 0.231729 0.0971809 0.0439198
2.8 5.48687 0.691177 0.320143 0.15371
3.2 9.68409 1.40641 0.66997 0.326674
3.6 15.4968 2.42828 1.17209 0.575527
4.0 23.1792 3.80765 1.85192 0.912982

Example 3.2. Figure 3 illustrates the effect of increase in values of parameter ρ on
the rate of convergence of proposed operators Mα,λ

n for the function f(x) = 4x(x −
1.1)(x− 1.9) while keeping the value of α, λ and n fixed. Here we chose n = 10 and
α = λ = 2 to show the impact of the parameter ρ clearly. One can easily deduce from
the figure that as we increase the value of ρ the rate of convergence gets relatively
faster.
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0.0 0.5 1.0 1.5 2.0 2.5

-1

0

1

2

3

4

5

f(x) =2 =5 =25

Figure 3. Effect of increase in parametric value of ρ for given n = 10,
α = λ = 2 on the convergence rate of proposed operators.
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