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CERTAIN GENERATING MATRIX FUNCTIONS OF LEGENDRE
MATRIX POLYNOMIALS USING LIE ALGEBRAIC METHOD

AYMAN SHEHATA1,2

Abstract. The main aim of this present paper is to investigate a new of interesting
generating matrix relation for Legendre matrix polynomials with the help of a Lie
group-theoretic method. Certain properties are well known but some of them are
believed to be novel families of matrix differential recurrence relations and generating
matrix functions for these matrix polynomials. Special cases of new results are also
given here as applications.

1. Introduction, Motivation and Preliminaries

Special matrix functions are attaining significant results from both the practical
and theoretical examples in different fields of Physics, Mathematics and Lie theory.
Theories in connection with the unification of generating matrix relations for various
special matrix functions are of greater importance in the study of special matrix
functions by Lie group theory. The above idea was originally generated by Weisner
group-theoretic method and [22–24] also applied this technique to obtain the gen-
erating relation. However, the study of special functions from Lie group-theoretic
method approach has been obtained generating relations in the books of McBride
[12] and Miller [13]. In [17,18,21], the author has earlier introduced and studied the
Legendre matrix polynomials. In [3, 9–11, 14–16, 19, 20], certain properties of some
special matrix functions via Lie algebra have been proposed as finite series solutions
of second-order differential matrix equation.

Motivated by their work, in the present paper, our aim is to establish some results
for Legendre matrix polynomials. Here, we give the families of generating matrix
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functions for Legendre matrix polynomials and the differential recurrence matrix
relations for these matrix polynomials are also obtained in section 2. In section 3, we
study of linear differential operators for Legendre matrix polynomials which generate
Lie algebra to apply Weisner’s method to obtain some generating matrix relations and
apply these linear operators to determine a local representation which makes a one
to one correspondence between these Lie algebra with the help of Weisner’s method.

Here, the concepts associated with the functional matrix calculus are reviewed.
Throughout this article, for a matrix A ∈ CN×N , its spectrum σ(A) denotes the set
of all the eigenvalues of A. We denote by I and O the identity and null matrix in
CN×N , respectively.

Definition 1.1. [7] For a matrix A ∈ CN×N such that σ(A) does not contain 0 or a
negative integer (σ(A) ∩ Z− = ∅ where ∅ is an empty set), the matrix form of shifted
factorial is defined as

(A)n =
{
A(A+ I) · · · (A+ (n− 1)I) = Γ(A+ nI)Γ−1(A), n ∈ N,
I, n = 0,(1.1)

where Γ(A) is an invertible matrix in CN×N and Γ−1(A) is inverse Gamma matrix
function (see [8]).

For A is an arbitrary matrix in CN×N and using (1.1), we have the relations (see
Defez and Jódar [4])

(A)n+k = (A)n(A+ nI)k = (A)k(A+ kI)n,

(−nI)k =


(−1)k n!
(n− k)! I, 0 ≤ k ≤ n,

0, k > n,

(A)n−k =
{

(−1)k(A)n[(I − A− nI)k]−1, 0 ≤ k ≤ n,
0, k > n.(1.2)

If Re(µ) ∈ σ(A) is not an integer and using (1.1), we have the relation
(1.3) Γ(I − A− nI)Γ−1(I − A) = (−1)n[(A)n]−1,

where Γ(I − A) is an invertible matrix.

Lemma 1.1. If A(k, n) is a matrix in CN×N for k, n ∈ N0, the relation is satisfied
(see Defez and Jódar [4])

(1.4)
∞∑

n=0

∞∑
k=0

A(k, n) =
∞∑

n=0

n∑
k=0

A(k, n− k).

Definition 1.2 (Jódar and Cortés [7]). For any matrices A, B, and C in CN×N such
that C is an invertible matrix and for |z| < 1, the hypergeometric matrix function is
defined as follows

(1.5) 2F1(A,B;C; z) =
∞∑

k=0

zk

k! (A)k(B)k[(C)k]−1.
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For A ∈ CN×N , we have the relation (see Defez and Jódar [5])

(1.6) Dk
[
tA+mI

]
= (A+ I)m(A+ I)m−kt

A+(m−k)I , k = 0, 1, 2, . . . .

Theorem 1.1. For |z| < 1 if A, B and C are matrices in CN×N where the matrix
C satisfies the condition C + nI is an invertible matrix for all integers n ≥ 0 and C,
C −A and C −B are positive stable matrices with all matrices are commutative, then
the relation

(1.7) 2F1
(
A,B;C; z

)
= (1− z)C−A−B

2F1
(
C − A,C −B;C; z

)
.

Corollary 1.1. [1,2,6] Jacobi matrix polynomials have the matrix recurrence relation:

(x− 1)
[
(A+B + nI) d

dx
P (A,B)

n (x) + (A+ nI) d
dx
P

(A,B)
n−1 (x)

]

=(A+B + nI)
[
nP (A,B)

n (x)− (A+ nI)P (A,B)
n−1 (x)

]
,(1.8)

where A and B are commutative matrices in CN×N such that

Re(z) > −1, for all z ∈ σ(A) and Re(w) > −1, for all w ∈ σ(B).

Definition 1.3 ([18]). Let A be a matrix in CN×N such that

(1.9) 0 < Re(λ) < 1, for all λ ∈ σ(A).

Legendre matrix polynomials Pn(x,A) is defined by

Pn(x,A) =
n∑

k=0

(−1)k(n+ k)!
k!(n− k)!

(
1− x

2

)k

Γ−1(A+ kI)Γ(A), n ≥ 0

= 2F1

(
− nI, (n+ 1)I;A; 1

2(1− x)
)
,

∣∣∣∣∣1− x2

∣∣∣∣∣ < 1,

such that A+ kI is an invertible matrix for all integers k ≥ 0.

Theorem 1.2. [18] For n ≥ 0, the Legendre matrix polynomials Pn(x,A) satisfy the
second order differential matrix equation as

(1− x2)D2Pn(x,A) + 2((1− x)I − A)DPn(x,A) + n(n+ 1)Pn(x,A) = 0,(1.10) ∣∣∣∣∣x− 1
2

∣∣∣∣∣ < 1, D = d

dx
.

Theorem 1.3. [18] For the Legendre matrix polynomials Pn(x,A), we have the pure
matrix recurrence relation

(A+ nI)Pn+1(x,A) = (2n+ 1)xPn(x,A) + (A− (n+ 1)I)Pn−1(x,A), n ≥ 1.
(1.11)
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2. Some New Results for Legendre Matrix Polynomials

Here, we derive families of new results for Legendre matrix polynomials with A a
matrix in CN×N satisfying the condition (1.9). We have the following main results.

Theorem 2.1. The generating matrix functions for the Legendre matrix polynomials
are

(2.1)
∞∑

n=0
tnPn(x,A) = (1− t)−1

2F1

(
1
2I, I;A; 2(x− 1)t

(1− t)2

)
,

for
∣∣∣2(x−1)t

(1−t)2

∣∣∣ < 1, |t| < 1, and

(2.2)
∞∑

n=0

tn

n!Pn(x,A) = et
1F1

(
(n+ 1)I;A; (1− x)t

2

)
,

∣∣∣∣∣(1− x)t
2

∣∣∣∣∣ < 1.

Proof. From the definition of hypergeometric matrix function and multiplying (1−t)−1,
we have

(1− t)−1
2F1

(
1
2I, I;A; 2(x− 1)t

(1− t)2

)

=
∞∑

k=0

2k

k! (1− t)−(1+2k)Itk(I)k

(
1
2I
)

k

[(A)k]−1(x− 1)k

=
∞∑

n=0

∞∑
k=0

2ktn+k

n!k! ((1 + 2k)I)n(I)k

(
1
2I
)

k

[(A)k]−1(x− 1)k.

From (1.2), we can write that

(I)2k = 22k(I)k

(
1
2I
)

k

,

which implies
∞∑

n=0

∞∑
k=0

2ktn+k

n!k! ((1 + 2k)I)n2−2k(I)2k[(A)k]−1(x− 1)k.

Using (1.2), we get
(I)n+2k = (I)2k((1 + 2k)I)n,

which implies
∞∑

n=0

∞∑
k=0

tn+k

n!k! (I)n+2k[(A)k]−1
(
x− 1

2

)k

.

Using Lemma 1.1 and replacing n by n− k, we find that
∞∑

n=0

n∑
k=0

tn

(n− k)!k! (I)n+k[(A)k]−1
(
x− 1

2

)k

=
∞∑

n=0

n∑
k=0

n!tn
(n− k)!k! ((n+ 1)I)k[(A)k]−1

(
x− 1

2

)k

.
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By using (1.2) in the above equation, we obtain (2.1).
From the definition of hypergeometric matrix function and multiplying et, we have

et
1F1

(
(n+ 1)I;A; (1− x)t

2

)
= et

∞∑
k=0

1
k! ((n+ 1)I)k[(A)k]−1

(
(1− x)t

2

)k

=
∞∑

n=0

∞∑
k=0

tn+k

n!k! ((n+ 1)I)k[(A)k]−1
(

1− x
2

)k

.

Using Lemma 1.1 and replacing n by n − k with the help of these Eqs. (1.1), (1.2)
and (1.3), we find that

∞∑
n=0

n∑
k=0

tn

(n− k)!k! ((n− k + 1)I)k[(A)k]−1
(

1− x
2

)k

=
∞∑

n=0

n∑
k=0

tn

(n− k)!k! (−1)k((n+ 1)I)k[(A)k]−1
(

1− x
2

)k

=
∞∑

n=0

n∑
k=0

1
n!k! ((1 + n)I)k(−nI)k[(A)k]−1

(
1− x

2

)k

tn =
∞∑

n=0

tn

n!Pn(x,A),

which completes of the proof (2.2). �

Precisely the same manner as described Theorem 2.1 and using (1.2), (1.3) and
(1.4), we can prove the following results.

Theorem 2.2. For Legendre matrix polynomials, the following generating matrix
functions are

∞∑
n=0

tnPn(x,A) = (1− t)−1
2F1

(
− nI, I;A; (1− x)

2(1− t)

)
and

∞∑
n=0

tnPn(x,A) = (1− t)−1
2F1

(
I, (n+ 1)I;A; (x− 1)t

2(1− t)

)
.

Lemma 2.1. The following equalities for the hypergeometric matrix function satisfy
as follows

dn

dzn

[
zC−I

2F1
(
A,B;C; z

)]
=(C − nI)nz

C−(n+1)I

× 2F1
(
A,B;C − nI; z

)
,(2.3)

where C and C − nI are invertible matrices.
dn

dzn

[
2F1

(
A,B;C; z

)]
=(A)n(B)n[(C)n]−1

× 2F1
(
A+ nI,B + nI;C + nI; z

)
,(2.4)
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where C and C + nI are invertible matrices, and
dn

dzn

[
(1− z)A+B−C

2F1
(
A,B;C; z

)]
=(C − A)n(C −B)n[(C)n]−1

× (1− z)A+B−C−nI
2F1

(
A,B;C + nI; z

)
,(2.5)

where C and C + nI are invertible matrices.

Proof. To prove (2.3), from (1.1) and (1.6), we get
dn

dzn

[
zC+(k−1)I

]
=(C + (k − 1)I)(C + (k − 2)I) · · · (C + (k − n)I)zC+(k−n+1)I

=(C)k(C − nI)n[(C − nI)k]−1zC+(k−n−1)I .

Substituting the above expression into the series expression of hypergeometric matrix
function, we obtain (2.3).

From (1.5), we get
d

dz
2F1

(
A,B;C; z

)
=
∞∑

k=0

zk

k! (A)k+1(B)k+1[(C)k+1]−1

=AB−1C−1
∞∑

k=0

zk

k! (A+ I)k(B + I)k[(C + I)k]−1

=ABC−1
2F1

(
A+ I;B + I, C + I; z

)
.(2.6)

By iteration (2.6), for n, one gets (2.4).
In (1.7), we can write

2F1
(
C − A,C −B;C; z

)
= (1− z)A+B−C

2F1
(
A,B;C; z

)
.

Differentiating with respect to z of n times with the help of this eq. (2.3), we have
dn

dzn

[
(1− z)A+B−C

2F1
(
A,B;C; z

)]
= dn

dzn

[
2F1

(
C − A,C −B;C; z

)]
=(C − A)n(C −B)n[(C)n]−1

2F1
(
C − A+ nI, C −B + nI;C + nI; z

)
=(C − A)n(C −B)n[(C)n]−1(1− z)A+B−C−nI

2F1
(
A,B;C + nI; z

)
,

and using (1.7), we have the desired recurrence relation. �

Theorem 2.3. The following differential recurrence matrix relations for Legendre
matrix polynomials hold true:

dr

dxr

[
(1− x)A−I Pn(x,A)

]
=(−1)r(A− rI)r(1− x)A−(r+1)IPn(x,A+ rI),(2.7)

where A+ rI is a matrix CN×N satisfying the condition (1.9),
dr

dxr

[
Pn(x,A)

]
=(−1)r2−r(−nI)r((n+ 1)I)r[(A)r]−1
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× 2F1

(
(r − n)I, (n+ r + 1)I : A+ rI; 1− x

2

)
,(2.8)

where A+ rI is an invertible matrix CN×N , and
dr

dxr

[
(1 + x)I−A Pn(x,A)

]
=(−1)r(A+ nI)r(A− (n+ 1)I)r

× [(A)r]−1(1 + x)I−A−rI Pn(x,A+ rI),

where A+ rI is a matrix CN×N satisfying the condition (1.9).

Proof. To prove (2.7), taking A → −nI, B → (n + 1)I, C → A and z → 1−x
2 in

equation (2.3), we complete the proof.
Taking z → 1−x

2 , A = −nI, B = (n + 1)I and C = A in equation (2.4), which
completes of the proof (2.8).

Taking z → 1−x
2 , A→ −nI, B → (n+ 1)I and C → A in equation (2.5), theorem

can be proved. �

Therefore, in (1.8) we interchange A and B and replace x by −x with the help
P (B,A)

n (−x) = (−1)nP (A,B)
n (x) to obtain in the following result.

Corollary 2.1. Jacobi matrix polynomials have the matrix relation:

(x+ 1)
[
(A+B + nI)DP (A,B)

n (x)− (B + nI)DP (A,B)
n−1 (x)

]
=(A+B + nI)

[
nP (A,B)

n (x) + (B + nI)P (A,B)
n−1 (x)

]
, n ≥ 1, D = d

dx
.

The relations presented in the following theorem are also interesting.

Theorem 2.4. Legendre matrix polynomials Pn(x,A) satisfy the following differential
recurrence matrix relations:

(x− 1)
(
DPn(x,A) +DPn−1(x,A)

)
= n

(
Pn(x,A)− Pn−1(x,A)

)
, n ≥ 1,(2.9)

(x+ 1)
(
(A+ (n− 1)I)DPn(x,A) + (A− (n+ 1)I)DPn−1(x,A)

)
=n

(
(A+ (n− 1)I)Pn(x,A)− (A− (n+ 1)I)Pn−1(x,A)

)
, n ≥ 1(2.10)

and

(x2 − 1)DPn(x,A) =
(
(1 + nx)I − A

)
Pn(x,A) + (A− (n+ 1)I)Pn−1(x,A), n ≥ 1.

(2.11)

Proof. To prove 2.9. In the generating matrix relation (2.1). If we put that

Φ(x, t, A) =
∞∑

n=0
tnPn(x,A) = (1− t)−1

2F1

(
1
2I, I;A; 2(x− 1)t

(1− t)2

)
=(1− t)−1Ψ(x, t, A),(2.12)
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where Ψ(x, t, A) = 2F1
(

1
2I, I;A; 2(x−1)t

(1−t)2

)
.

Differentiating (2.12) with respect to x and t, we obtain
∂

∂x
Φ(x, t, A) = 2t(1− t)−3Ψ′(x, t, A)

and
∂

∂t
Φ(x, t, A) =(1− t)−2 Ψ(x, t, A) + 2(x− 1)(1 + t)(1− t)−4Ψ′(x, t, A).

Therefore Φ(x, t, A) satisfies the partial differential matrix equation

(2.13) (x− 1)(1 + t) ∂
∂x

Φ(x, t, A)− t(1− t) ∂
∂t

Φ(x, t, A) = −tΦ(x, t, A).

Equation (2.13) can be put that

(x− 1) ∂
∂x

Φ(x, t, A)− t ∂
∂t

Φ(x, t, A) =− tΦ(x, t, A)− t2 ∂
∂t

Φ(x, t, A)(2.14)

− (x− 1)t ∂
∂x

Φ(x, t, A).

Since
Φ(x, t, A) =

∞∑
n=0

tnPn(x,A),

if we differentiate (2.12) with respect to x and t, we get

(1− x) ∂
∂x

Φ(x, t, A) =
∞∑

n=0
tn(1− x) d

dx
Pn(x,A)

and
∂

∂t
Φ(x, t, A) =

∞∑
n=0

ntn−1Pn(x,A),

equation (2.14) yields that
∞∑

n=0
tn
(

(x− 1) d
dx
Pn(x,A)− nPn(x,A)

)

=−
∞∑

n=0
tn+1Pn(x,A)−

∞∑
n=0

ntn+1Pn(x,A)−
∞∑

n=0
tn+1(x− 1) d

dx
Pn(x,A)

=−
∞∑

n=1
tnPn−1(x,A)−

∞∑
n=0

(n− 1)tnPn−1(x,A)−
∞∑

n=1
tn(1− x) d

dx
Pn−1(x,A)

=
∞∑

n=0
(−1− n+ 1)tnPn−1(x,A)−

∞∑
n=1

tn(1− x) d
dx
Pn−1(x,A)

=−
∞∑

n=0
ntnPn−1(x,A)−

∞∑
n=1

tn(1− x) d
dx
Pn−1(x,A).

Comparing the coefficients of tn, which leads to (2.9).
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If we choose A = A − I, B = I − A in Corollary 2.1, we see that the matrix
polynomials P (A−I,I−A)

n (x) is P (A−I,I−A)
n (x) = (A)n

n! Pn(x,A) which leads to the result
(2.10).

Let us eliminate d
dx
Pn−1(x,A) from multiply (2.9) by (x + 1)(A − (n + 1)I) and

multiply (2.10) by (x− 1) which gives the result (2.11).
Eliminating Pn−1(x,A) from (1.11) and (2.11), one can obtain in the following

result. �

Theorem 2.5. The differential recurrence matrix relation for Legendre matrix poly-
nomials holds

(x2 − 1)DPn(x,A) =((1− (n+ 1)x)I − A)Pn(x,A)
− (A+ nI)Pn+1(x,A).

3. Group-Theoretic Method for Legendre Matrix Polynomials

In order to use Weisner’s method. Replacing D by ∂
∂x
, n by y ∂

∂y
and Pn(x,A)

by Pn(x, y, A) = ynPn(x,A) in (1.10) is constructed the partial differential matrix
equation

(1− x2) ∂
2

∂x2Pn(x, y, A) + 2
[
(1− x)I − A

] ∂
∂x
Pn(x, y, A)

+ y2 ∂
2

∂y2Pn(x, y, A) + 2y ∂
∂y
Pn(x, y, A) = 0.(3.1)

Thus, Pn(x, y, A) = ynPn(x,A) is a solution of the partial differential matrix equation
(3.1). Linear differential operators A, B and C are defined as follows

(3.2) A = y
∂

∂y
I,

(3.3) B = 1− x2

y

∂

∂x
I + x

∂

∂y
I + 1

y
(I − A), y 6= 0,

and

(3.4) C = (1− x2)y ∂
∂x
I − xy2 ∂

∂y
I + ((1− x)I − A)y.

Then
A
[
Pn(x,A)yn

]
=nPn(x,A)yn,(3.5)

B
[
Pn(x,A)yn

]
=− (A− (n+ 1)I)Pn−1(x,A)yn−1(3.6)

and
(3.7) C

[
Pn(x,A)yn

]
= (A+ nI)Pn+1(x,A)yn+1.

From (3.2), (3.3) and (3.4), the following theorem can be stated.
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Theorem 3.1. Linear partial differential operators A, B and C as defined in (3.2),
(3.3) and (3.4) have the following properties

(i) [A,B] = −B; (ii) [A,C] = C; (iii) [B,C] = −2A− I,(3.8)

where I is the identity operator, and the notation [A,B] = AB −BA.

Proof. Now, we proceed to calculate [A,B]. So that, we consider the action of AB on
the Legendre matrix polynomials Pn(x, y, A)

ABPn(x, y, A) = y
∂

∂y

[
I − x2

y

∂

∂x
I + x

∂

∂y
I + 1

y
(I − A)

]
Pn(x, y, A).

Hence, on simplification, we have

ABPn(x, y, A) =(1− x2) ∂2

∂y∂x
Pn(x, y, A)− 1− x2

y

∂

∂x
Pn(x, y, A)

+ xy
∂2

∂y2Pn(x, y, A) + (I − A) ∂
∂y
Pn(x, y, A)− 1

y
(I − A)Pn(x, y, A).(3.9)

In the similar fashion we can operate BA on the Pn(x, y, A) and simplified as

BAPn(x, y, A) =(1− x2) ∂2

∂x∂y
Pn(x, y, A) + x

∂

∂y
Pn(x, y, A)

+ xy
∂2

∂y2Pn(x, y, A) + (I − A) ∂
∂y
Pn(x, y, A).(3.10)

Subtracting (3.10) from (3.9) and for ∂2

∂x∂y
= ∂2

∂y∂x
, we get

[A,B]Pn(x, y, A) =
(
AB− BA

)
Pn(x, y, A) = −1− x2

y

∂

∂x
Pn(x, y, A)

− x ∂
∂y
Pn(x, y, A)− 1

y
(I − A)Pn(x, y, A).

Further simplifying, we get

[A,B]Pn(x, y, A) = −BPn(x, y, A).

Hence, we have [A,B] = −B. Similarly, we can calculate each of the results [A,C]
and [B,C]. Thus, the required results are established. �

Now, if we operate the partial differential operator (1−x2)L on Pn(x, y, A), we give

(1− x2)LPn(x, y, A) =(1− x2)2 ∂
2

∂x2Pn(x, y, A) + (1− x2)y2 ∂
2

∂y2Pn(x, y, A)

+ 2[(1− x)I − A](1− x2) ∂
∂x
Pn(x, y, A)

+ 2y(1− x2) ∂
∂y
Pn(x, y, A)
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and

CBPn(x, y, A) =(1− x2)2 ∂
2

∂x2Pn(x, y, A) + 2((1− x)I − A)(1− x2) ∂
∂x
Pn(x, y, A)

+ y(1− 2x2) ∂
∂y
Pn(x, y, A)− x2y2 ∂

2

∂y2Pn(x, y, A)

+ (I − A)2Pn(x, y, A).

But

A2Pn(x, y, A) = y
∂

∂y

(
y
∂

∂y

)
Pn(x, y, A) = y2 ∂

2

∂y2Un(x, y, A) + y
∂

∂y
Pn(x, y, A).

Hence, we get

(1− x2)LPn(x, y, A)− CBPn(x, y, A) =y2 ∂
2

∂y2Pn(x, y, A) + y
∂

∂y
Pn(x, y, A)

− (I − A)2Pn(x, y, A),

which can be express as:

(1− x2)LPn(x, y, A) =
[
CB + A2 − (I − A)2I

]
Pn(x, y, A).

Since, Pn(x, y, A) is the Legendre matrix polynomials, we conclude that

(1− x2)L = CB + A2 − (I − A)2I.

Now, we show that[
(1− x2)L,A

]
Pn(x, y, A)

=
(
(1− x2)LA− A(1− x2)L

)
Pn(x, y, A)

=
((
CB + A2 − (I − A)2I

)
A− A

(
CB + A2 − (I − A)2I

))
Pn(x, y, A)

=
(
CBA− ACB

)
Pn(x, y, A).(3.11)

Also, with the aid of (3.8), we have

CBA− ACB = CBA− (C + CA)B = CB− CB = 0.

So that from (3.11), we get [(
1− x2

)
L,A

]
= 0.

Hence, we proved that (1 − x2)L commute with A. In a similar manner, we can
calculate of the operator (1− x2)L commute with each of the differential operators B
and C. Thus, we can give in the following.

Theorem 3.2. The operator (1− x2)L commute with each of the linear differential
operators A, B and C defined in (3.5), (3.6) and (3.7) as follows

(i) [(1− x2)L,A] = 0, (ii) [(1− x2)L,B] = 0, (iii) [(1− x2)L,C] = 0.
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The extended forms of the transformation groups generated by the differential
operators A, B and C are given by

eaAf(x, y, A) =f
(
x, eay, A

)
,

ebBf(x, y, A) =f
(

xy + b√
y2 + 2bxy + b2 ,

√
y2 + 2bxy + b2, A

)
,

for |y2 + 2bxy| < b2, | y
2bx
| < 1 and

ecCf(x, y, A) = (c2y2 + 2cxy + 1)− 1
2f

(
x+ cy√

c2y2 + 2cxy + 1
,

y√
c2y2 + 2cxy + 1

, A

)
,

where |c2y2 + 2cxy| < 1 and
∣∣∣ cy

2x

∣∣∣ < 1, f(x, y, A) is an arbitrary matrix function, and
a, b and c are arbitrary constants.

From the above equations, we get

ecCebBeaAf(x, y, A) =f
(

y(x+ cy) + b(c2y2 + 2cxy + 1)
√
c2y2 + 2cxy + 1

√
b2(c2y2 + 2cxy + 1) + 2by(x+ cy) + y2

,

ea

√
b2(c2y2 + 2cxy + 1) + 2by(x+ cy) + y2

(c2y2 + 2cxy + 1) 3
2

, A

)
.(3.12)

3.1. Generating matrix functions. From (3.5), Pn(x, y, A) = Pn(x,A)yn is a solu-
tion of the system

LPn(x, y, A) = 0 and (A− nI)Pn(x, y, A) = 0.
From (3.12), we get

ecCebBeaA(1− x2)L[Pn(x,A)yn] = (1− x2)LecCebBeaA[Pn(x,A)yn].
Therefore, the transform ecCebBeaA[Pn(x,A)yn] is annulled by (1− x2)L.

If we choose a = 0 and Pn(x, y, A) = Pn(x,A)yn in (3.12), we get
ecCebB[Pn(x,A)yn]

=
(
b2(c2y2 + 2cxy + 1) + 2by(x− cy) + y2

) 1
2 n

(c2y2 + 2cxy + 1)−( 1
2 + 3

2 n)

× Pn

(
y(x+ cy) + b(c2y2 + 2cxy + 1)

√
c2y2 + 2cxy + 1

√
b2(c2y2 + 2cxy + 1) + 2by(x+ cy) + y2

, A

)
.

On the other hand we get

ecCebB[Pn(x,A)yn] =
∞∑

m=0

cm

m!

∞∑
k=0

bk

k! (A+ (n− k)I)m((n+ 1)I − A)k

× yn−k+mPn−k+m(x,A).
Equating the results (3.6) and (3.7), we get(

b2(c2y2 + 2cxy + 1) + 2by(x+ cy) + y2
) 1

2 n(
c2y2 + 2cxy + 1

)−( 1
2 + 3

2 nI)
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× Pn

(
y(x+ cy) + b(c2y2 + 2cxy + 1)

√
c2y2 + 2cxy + 1

√
b2(c2y2 + 2cxy + 1) + 2by(x+ cy) + y2

, A

)

=
∞∑

m=0

n∑
k=0

cmbk

m!k! (A+ (n− k)I)m((n+ 1)I − A)ky
n−k+mPn−k+m(x,A).(3.13)

Here, we derive of some interesting results as the particular case of generating matrix
relations (2.11), we need to consider three cases.

Case 1: b = −1, c = 0.
If we substitute b = −1 and c = 0 in (3.13), then it will gives us

e−Bf(x, y, A) = f
( xy − 1√

y2 − 2xy + 1
,
√
y2 − 2xy + 1, A

)
.

Hence, if we take f(x, y, A) = P (x, y, A) = Pn(x,A)yn, we find

(3.14) −B
[
Pn(x,A)yn

]
=
(
1− 2xy + y2

) 1
2 n
Pn

(
xy − 1√

1− 2xy + y2 , A

)
,

since

B
[
Pn(x,A)yn

]
=1− x2

y

∂

∂x

(
Pn(x,A)yn

)
+ x

∂

∂y

(
Pn(x,A)yn

)
=((n+ 1)I − A)Pn−1(x,A)yn−1.

On another hand, we can expand left-hand side of (3.14) in a series form and then
repeated application of (3.6) on the same side of (3.14), we have

(3.15) e−B
[
Pn(x,A)yn

]
=

n∑
k=0

1
k! (A− (n+ 1)I)kPn−k(x,A)yn−k.

Equating expressions (3.14) and (3.15), we get
n∑

k=0

1
k! (A− (n+ 1)I)kPn−k(x,A)yn−k =

(
1− 2xy + y2

) 1
2 n
Pn

(
xy − 1√

1− 2xy + y2 , A

)
.

Replacing y−1 by t, we obtain of a generating matrix relation
n∑

k=0

1
k! (A− (n+ 1)I)kPn−k(x,A)tk

=
(
1− 2xt+ t2

) 1
2 n
Pn

(
x− t√

1− 2xt+ t2
, A

)
.

Case 2. If we choose b = 0 and c = 1 in (3.13) we have

eCf(x, y, A) =
(
y2 + 2xy + 1

)− 1
2f

(
x+ y√

y2 + 2xy + 1
,

y√
y2 + 2xy + 1

, A

)
.

Hence, if we take f(x, y, A) = P (x, y, A) = Pn(x,A)yn, we find

eCP (x, y, A) =
(
y2 + 2cxy + 1

)− 1
2P

(
x+ y√

y2 + 2xy + 1
,

y√
y2 + 2xy + 1

, A

)
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and

(3.16) eCP (x, y, A) = yn
(
y2 + 2cxy + 1

)−n+1
2 P

(
x+ y√

y2 + 2xy + 1
, A

)
.

Since we have

C
[
Pn(x,A)yn

]
=(1− x2)y ∂

∂x

(
Pn(x,A)yn

)
− xy2 ∂

∂y

(
Pn(x,A)yn

)
− xy

(
Pn(x,A)yn

)
= (A+ nI)Pn+1(x,A)yn+1.

On other hand, we can expand left hand side of (3.16) in a series form and then
repeated application of (3.7) on the same side of (3.16), we have

(3.17) eC
[
Pn(x,A)yn

]
=

n∑
k=0

1
k! (A+ nI)kPn+k(x,A)yn+k.

Equating expressions (3.16) and (3.17) we get
n∑

k=0

1
k! (A+ nI)kPn+k(x,A)yk =

(
1 + 2xy + y2

)−n+1
2 Pn

(
x+ y√

1 + 2xy + y2 , A

)
,

and replacing y by −t, we get of a generating matrix relation
n∑

k=0

(−1)k

k! (A+ nI)kPn+k(x,A)tk

=
(
1− 2xt+ t2

)−n+1
2 Pn

(
x− t√

1− 2xt+ t2
, A

)
.

Case 3: b = 1, c = −1.
Let us take b = 1 and c = −1, so that (3.17) becomes

e−CeB[Pn(x,A)yn] =
∞∑

r,k=0

(−1)r

r!k! CrBk[Pn(x,A)yn]

=
∞∑

r,k=0

(−1)r

r!k! ((A+ nI))rBk[Pn+r(x,A)yn+r]

=
∞∑

k=0

n∑
r

(−1)r

r!k! Γ(A+ nI)Γ−1(A+ (n− r)I)Bk[Pn(x,A)yn]

and

e−CeB[Pn(x,A)yn =
∞∑

k=0

n∑
r

(−1)r

r!k! Γ(A+ nI)Γ−1(A+ (n− r)I)

× (A− (n+ 1)I)kPn−k(x,A)yn−k.(3.18)
Using (3.13) and (3.18), we get

e−CeB[Pn(x,A)yn] =
(
y2 − 2xy + 1

)−( n+1
2 )
Pn

(
1− xy√

y2 − 2xy + 1
, A

)
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=
∞∑

k=0

n∑
r

(−1)r

r!k! Γ(A+ nI)Γ−1(A+ (n− r)I)(A− (n+ 1)I)kPn−k(x,A)yn−k(3.19)

and (
y2 − 2xy + 1

)−( n+1
2 )
Pn

(
1− xy√

y2 − 2xy + 1
, A

)

=
∞∑

k=0

n∑
r

(−1)r

r!k! Γ(A+ nI)Γ−1(A+ (n− r)I)(A− (n+ 1)I)kPn−k(x,A)yn−k.

Replacing y−1 by t in (3.19) we get

t2n+1
(
t2 − 2xt+ 1

)−( n+1
2 )
Pn

(
t− x√

t2 − 2tx+ 1
, A

)

=
∞∑

k=0

n∑
r

(−1)r

r!k! Γ(A+ nI)Γ−1(A+ (n− r)I)(A− (n+ 1)I)kPn−k(x,A)tk.

4. Conclusion

A novel approach has been obtained in this paper for studying many interesting
results of Legendre matrix polynomials viz certain generating matrix relations, matrix
recurrence relation, matrix differential recurrence relation and matrix differential
equation. Lie algebra method developed in this work can also be used to study
some other Legendre matrix polynomials which play as applications and a vital role in
Mathematical Physics in the future. However, the merging of these matrix polynomials
with a Lie algebraic techniques is also stimulating for further research work.
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