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ON DOUBLE ¢-LAPLACE TRANSFORM AND APPLICATIONS
P. NJIONOU SADJANG! AND S. MBOUTNGAM?

ABSTRACT. We introduce four g-analogues of the double Laplace transform and
prove some of their main properties. Next we show how they can be used to solve
some g-functional equations and partial g-differential equations.

1. INTRODUCTION

The classical Laplace transform of a function f is given by

(1.1) CLF(E)}(s) = [ e f(O)dt, s—a+ibeC,
and plays a fundamental role in pure and applied analysis. Laplace transform has
been studied very extensively and has found to have a wide variety of applications in
mathematical, physical, statistical, and engineering sciences and also in other sciences.
There is a very extensive literature available of the Laplace transform of a function
f(t) of one variable t and its applications (see for example Churchill [9], Schiff [21],
Debnath and Bhatta [10] and the references therein).

The double Laplace transform of a function f(z,y) of two variables was first in-
troduced in 1939 by Berstein in his dissertation [5] (later pubished as an article [6])
as

(1.2 Lalfo)rs) = [ [ flege et duy,
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where x and y are two positive numbers, r and s are complex numbers. Very recently,
several interesting properties and applications of the double Laplace transform to
functional, integral and partial differential equations have been studied in [11].

The development of g-analysis started in the 1740s, when Euler initiated the theory
of partitions, also called additive analytic number theory. Euler always wrote in Latin
and his collected works were published only at the beginning of the 1800s, under the
legendary Jacobi. In 1829 Jacobi presented his triple product identity (sometimes
called the Gauss-Jacobi triple product identity), and his 6 and elliptic functions, which
in principle are equivalent to g-analysis. The progress of g-calculus continued under
C. F. Gauss (1777-1855), who in 1812 invented the hypergeometric series and their
contiguity relations. Gauss would later invent the ¢-binomial coefficients and prove
an identity for them, which forms the basis for g-analysis.

The theory of g-analysis have been applied in recent past in many areas of mathemat-
ics and physics like ordinary fractional calculus, optimal control problems, quantum
calculus, g-transform analysis and in finding solutions of the ¢-difference and ¢-integral
equations. In 1910, Jackson [15] presented a precise definition of the so-called the
g-Jackson integral and developed g-calculus in a systematic way.

In order to deal with ¢-difference equations, ¢-versions of the classical Laplace
transform have been consecutively introduced in the literature. Studies of g-versions
of Laplace transform go back to Hahn [14]. Abdi [1-3] published also many results in
this domain. In a recent paper [8] two very interesting versions of ¢-Laplace transform
are introduced as follows

(1.3 LU0 = [ E-asnf@d. s>0,
for the first kind and

+o0o
(1.4) L)) = [ e(—sHf (gt s> 0.

for the second kind. Note that both (1.3) and (1.4) generalize (1.1). We will frequently
use some properties of (1.3) and (1.4) and will refer the reader to the paper [8] for
more details.

In this paper, we introduce four kinds of double ¢-Laplace transforms and prove
their main properties. Next, applications are done to solve some classical partial ¢-
differential equations that appear in the litterature. The double ¢-Laplace transform
introduced here are clearly generalization of the one given in [5].

2. BASIC DEFINITIONS AND MISCELLANEOUS RESULTS

2.1. g-number, ¢-factorial, ¢-binomial, ¢-power, ¢g-addition. For any complex
number a, the basic or g-number is defined by

1—gq®
= , qF L

1—g¢q

lal,
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For any non negative integer n, the ¢-factorial is defined by

n

[n],! = [n]g[n — 1]y [1]; = H[k]qv neN, [0!=1,

k=1
and the g-pochhammer is defined as
n—1
(@:90=1, (6;9)n=][(0—0ad"), neN
k=0

The limit, lim, 1 (a; q), is denoted by (a; ¢)o, provided that |g| < 1. Then,

- (@9
(@ 0)n = (ag™; q)oo

and for any complex number «, this definition can be extended by

, neNy, g <1,

(a;q)a = ((a;q)oo el <1,

aq®; q)oo
where the principal value of ¢® is taken.
The g-binomial coefficients are defined by

n| _ [n],! _ (¢ @n n
[k L TR @@ s ksn.

k n—=~k
The g-power basis is defined by

It is worth noting that [n] = [ " ] .
q q

(x@y)gz{ gf_y)(x—y@'“(ﬂf—yq”‘l), ;”:52

In the same line we introduce the following notation

n r+y)(z+yq) - (x+yq™ ), n=12,...,
(ﬁ@y%—{g’ y)( y) ( Y ) 0

It is not difficult to proved that (see [19])

(zDy), = Enj [Z] g("2") gyt
k=0 q

In [22], Schork has studied Ward’s ”Calculus of Sequences” and introduced a g-addition
T ®qy by

n

(z@y)" = [Z]qw’“y""“,

k=0
and although this ¢g-addition was already known to Jackson, it was generalized later
on by Ward and Al-Salam. For more information about different ¢g-additions, see e.g.
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[13]. Similarly the g-subtraction can be defined in the same way by [16]

2.1) o =3 || v = @ o

k=0

Al-Salam introduced in [4] the following g-coaddition

n

n n —n n—
(x B, y)" = Z [ i ] qk(k )Jzky k.
k=0 q

We introduce the following g-cosubtraction [13, p. 233]

(28, )" = (z 8, (=y))" = Enj [Z] ¢k (—y) .
k=0 q

2.2. The g-derivative and the g-integral. The ¢-derivative operator is defined by
[17,18]

fz) — flgz)
D,f(r) = —F——7—2,

satisfying the important product rule

Do(f(x)g(x)) = f(x)Dag(x) + g(qz) Dy f ().
In this sense, note that when we deal with functions f(z1, s, ..., x,) of more than one
variable, we denote D, f by D, ., f or a?; f to make clear that the derivative is taken
with respect to the variable x;. For the case of two variables x and y for example, the
g-partial derivative with respect to z is given by [20]

f(x,y) — flqz,y)
(1-qz

x #0,

Dq,ﬂff(xvy): x # 0,

and
Dq,xf(x> y)‘
The ¢-integral operator is defined by [17,18]

= }}1_% Dq,xf(xa y)

=0

[ 1 =200 X )

This definition can be established based on a simple geometric series.
Note that for a < b two real numbers, one has

[ i@ = [ sy~ [ g

and the g-integration by part is
b

b
| F@)Dig(@)d = £(b)g() = F(@)gla) = [ glg2)D,f (@)dyr.
Note that in this ¢-integration by part, b = +oo is allowed as well [17].
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2.3. The ¢-hypergeometric, the g-exponential and ¢-trigonometric functions.
The basic hypergeometric or g-hypergeometric function ,¢, is defined by the series

b <a17"'7a7“ ¢ Z> — Jio (ala...,ar;Q)k ((_l)kq(g))l+sr 2"

bl,---7b5 k=0 (b17"'7bs;q)k (Q7Q)k’

where
(ar,...,a. )k = (a1;Q)k - (ar; @,

The usual exponential function may have two different natural g-extensions, denoted
by e,(z) and E,(z), which are defined, respectively, by

0 +oo n
eq(2) == 190 <_ q; (1 — q)Z) => [i], 0<]ql <1,z <1,
n=0 q:
and "
_ +o0 g
Eqy(2) = oo <_ q,—(1— Q)Z> =Y Eiz]'z", 0<|q <1.
n=0 q-

It is worth noting that e,(z) and E,(z) are linked by the well known relation
eq(2)Ey(—2) =1

They fulfil the g-defivative rules

D,e,(Ax) = Aey(Ax),

D,E,(A\x) = AE,(\qx).
It is not difficult to see that [4,8,13]
(2.2) eq(x)eq(t) = ey(x By y), forall z,y e C,
and

E,(x)E,(t) = E,(xB,y), forallz,yeC.

From these definitions of the g-exponential functions, we derive the following ¢-
trigonometric functions [8,17]

eq(iz) +eq(—iz) Jio (—1)mz?
2 = [2n]! 7
+oo (_1)nz2n+1

sing(2) = eq(iz) — eq(—iz2) _ Z

cosy(2) =

Y

2i = [2n+ 1],
B, (i2) + B (—iz) 2 (=1)7¢(%) )
Cos,y(2) = ol )+2 ol >=nz:‘;< [12)71]%1' z",
L By(iz) = By(—iz) (=g
Sin,(z) = 5 = ;Wz i
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and the hyperbolic ¢g-trigonometric functions
eq(2) +eg(—2) X 2"

cosh,(2) = “E— _ ;::0 o
sinh, () — “1t%) _2%(_2) _ :Z;; [222:1][;
cwm@%:@uij—@zézgzﬁ%
Smm@>=E“”‘j%“%):§§gff3A2“1

2.4. The ¢-Gamma functions. The ¢-Gamma function of the first kind [17] is
defined for 0 < g < 1 as

L,(t) = /0+Oo o' E,(—qx)d,x, t> 0.
It satisfies the fundamental relation
L (t+1)=[t],Iy(t), t>0.
Since for any non-negative integer n
Ly(n+1)=[n],

it is clear that the ¢-Gamma function is a generalization of the ¢-factorial.
The ¢-Gamma function of the second kind [8,12] is definded by

—+oco
7,(t) = /o ' e, (—x)dyw, t>0,
and satisfied

n

YD) =1, 7t +1) = ¢ ta®), vn) =¢ GT,mn), neN.

3. DOUBLE ¢-LAPLACE TRANSFORM OF THE FIRST KIND

Based on definitions (1.2) and (1.3) we define the double ¢-Laplace transform of
the first kind as

(3.1) ng[f(x,y)](r, s) = /O+OO/O+OOf(x,y)Eq(—qm")Eq(—qsy)dqxdqy, r,s > 0.
Note that if f(x,y) = g( Jh(y), then
(3.2) LENF @ ))(r,s) = Lo{g(@) () Lo{h(y) }(s).

In particular, if h(y) = 1 or g(z) = 1, then (3.2) reads

(3.3) S 5) = L) LAS W} 6) = Ly {7 ()} (5)
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and

1
(3.4) LEMF@))(r, 8) = Lo{g(@)}(r)Ly{1}(s) = SLalg(@)}(r).
Proposition 3.1. For any two complex numbers o and (3, we have

Log{af(e,y) + Bg(w,y)} = aLiglflw, )} + BLag{o(w. 1)}
Proof. The proof follows from (3.1). O

In what follows, we give some examples. From (3.1), we note that:

+0o0 +oo
M1}, s) / / —qrz)Ey(—qsy)dgrdyy

= (/0 q(—qrx)dqx> </0+00Eq(—q3y)dqy>

= </0 xEq(—qrx)dqx> <A+waq(—q3?J)dqy>
1

and

(1){1 + dxy}(r,s) = 52{1}(7”, s) + 4L§21{13y}(7”, s) = ; + (rs)?’

We recall the following important relation [17],

(3.5) T flanydgr = [ @)

0

where « is a non zero complex number and f is a one variable function.

Now we state the scaling theorem for ng.

Theorem 3.1. Let a and b be two non zero complex numbers, f a two variable
function, then the following formula applz'es

(3.6 ST (0, b)) = L5} (5.5).

Proof. Using relation (3.5), we have

+o0 +oo
m{f(ax by)}(r,s) / / (ax,by)Ey(—qra)E(—qsy)d,xd,y

= /0 o ( 0+°Of (az, by>Eq<—qm)dqx> Eq(—qsy)dgy
— Cll/oﬂo (/0+Oof(:c,by)Eq (_qxg) dqx) E,(—qsy)dyy
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= 1/0+Oo (/Omf(x, by)Eq(—qsy)dqy) E, (—QSCD dqx

a

1 ptoo / pFoo s r

= %/O (/O flz,y)E, (—qyb) dqy> E, (—qxa) dgw
1 oo p4o0 T S

= %/0 ; f(z,y)E, <—qxa> E, (—qyb) dgxdyy,

and the proof of the theorem is completed. 0

Theorem 3.2. For a > —1, 8 > —1, we have the following

N Cla+1) T,(6+1)
Lglg{m Y} s) = qra+1 ' q36+1 :

In particular, fora =n € N and f =m € N, we get

LS a"y™}(r,s) = ﬁ

Proof. The proof follows from the relation L, {t*}(s) = % (see [8]) and the
obvious equation

Loz Y (r,8) = Lo{a"}(r) x Lo{y}(s). O
Let us take for example o = —% and g = % Then we see that
1 Y 1 1 1 3 1
e (1) 9 = Lol o) x L(whhe) = 14 (5) 14 (5) 57
and for a = —% and § = —% we have

o) () 9 = Late ) x Ll D0 = [0 (3)]

Proposition 3.2. Let a and b be two real numbers. Then we have:

(3.7) £ (az @, by)"}(r, 5) = br[n_]q(‘w ((i)m i <i)n+l) .

Proof. Combining the scaling property (see equation (3.6)) and (2.2) we have

59 (ax @, by)"}(rr5) = 3 m £ {(ax) (b)) (1. )

k=0 q

L~ || o f oy nh (7“ S>
= — L n —. =

abkz:%[k]q 2}q{:17y } a'b

R I P i P P
= @kz::() [kL hiign ki1 @0
O 5
~ab \r/ \s o \rb



ON DOUBLE ¢-LAPLACE TRANSFORM AND APPLICATIONS 551

B [n],! 9 n+l (a>n+1
br—as \ \s r '
This ends the proof of the proposition. O

Theorem 3.3. Let a and b be two complex numbers, then

(1)€CL£IZ' 7’8:;
chenlar &, )} ) = s

Proof. Using the definition of the g-addition (2.1), and Proposition 3.2 we have

b n
Lglé{eq(a:v @, by) }(r, s) Z Lgl {cm[és]q‘y)} (r,s)
4

Sl (G

B 1 ( s T )
Cbr—as\s—b r—a

1
Trmab-h) g

Note also that this result can be obtained using equations (2.2), (3.2) and the fact
that (see [8]):

(3.8) Ly(eq(az))(s) =

r > Re(a),s > Re (b).

1

s—a

Proposition 3.3. The following formulas apply

(1) B rs —ab
(39) 'CQ,q{COSq(a’x EB(I by)}<r7 8) - <T2 + a2)(32 + b2)7
) +b
(3.10) Lég{smq(a:ﬁ B, by)}(r,s) = as T o

(r2 +a?)(s2 + b?)
Proof. We indicate two proofs of these equations. First we can use the relations (see
[16])

o8y (T Bq y) = cosy(z) cos,(y) — sing(x) sing(y),

sing(z @B, y) = sing () cos,(y) + cos,(z) sin,(y),

together with the equations (3.2) and (3.8).
For the second proof, we remark first that for any complex number A\, we have
es(AMz By v)) = eg(Ax B, Ay), to write

cos,(ax @, by) = ; (eq(i(ax ©g by)) + eq(—i(azx B4 by)))

~ (ea((aiz , biy)) + eq((—aiz @, —biy)))

O |
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sing(az By by) = = (eq(i(az By by)) — eq(—ilaz ®, by))

2
1 : : : ‘
=9 (eq((aiz ®q biy)) — eq((—aiz &y —biy))) .
Hence, using the linearity of ng, and equation (3.3), it follows that
1 1 1
s b =
2ateoss(ar & by)}(r.s) = 5 { (r—ai)(s —bi) | (r+ai)(s + i) }
B rs —ab
(24 a?)(s2+b2)
This proves again (3.9). (3.10) follows in the same way. O

Proposition 3.4. The following equations apply
cosh,(z @, y) = coshy(x) coshy(y) + sinh,(z) sinh,(y),
sinh,(z @, y) = coshy(x) sinh,(y) + sinh,(z) cosh,(y).
Proof. The proof uses the definitions of the involved functions. O

Proposition 3.5. The following formulas apply

) B rs 4+ ab
(3.11) L3 q{coshg(az &g by)}(r, s) = (r2 — a?)(s2 — b?)’
(3.12) ng{sinhq(ax Bq by) }(r,5) = et ]

7= (2 )
Proof. The proof follows from Proposition 3.4, equations (3.2) and (3.8). It can also
be done using the fact that

£ {coshy(az @, by)} (r,5) = 2650 {(eqaz By by) + eg(—az @, —by))} (1, )

2"
1 1 1
- 2{(r—a)(s—b) * (r—l—a)(s—f—b)}
rs + ab
GGG
which proves (3.11). (3.12) can be obtained in a similar way. O

Theorem 3.4. Let f be a one wvariable function that has a q-Laplace transform.
Assume that f has the q-Taylor expansion

(@)=
fl@) =) ant=,

n=0 [n]q'
then the following relation holds:

1 1 r s
313 £, im0 = g (L] () - sl (5)),
where o, B # 0 and as — Br # 0.
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Proof. We have the following

flax @, By) = f 0\ GB]qu) = io (Zn: lZ] (fwf)’“(ﬁy)”_k) a"‘-

n=0 \k=0

Hence, it follows that

ISTRS aF k] 18" Fn — K]\ a
steanmn oo = 55 (£ 1] ) o

400 n k/@)n k:

- Z Z ’I“k+18n+1 k

n=0 k=0

B 1 +00 a\n+l T B n+l
a O{S—ﬁ’r (T;)an (T) _T;)an (T) )

o (b (2) - ] (3))

This ends the proof of the theorem. O

The next two theorems provide formulas for the double ¢g-Laplace transform of the
partial g-derivative and the partial g-derivatives of the double g-Laplace transform.
These results are of great importance in the resolution of partial ¢-differential equations
as we will see in Section 5.

Theorem 3.5. The following equations hold true

(3.14) _

o0 |G @) (r9) =rt) £ )] (r.9) = Ly [FO.0) (),
(3.15) ]

W [%f e _

280 | 52 )| (1:5) =588 7o) () = Ly £ 0)] ).
(3.16) )

L(l) agf ] _ L(l) L(l) 0
2.4 3qx8qy(x’y)_ (r,s) =rsLy [ [f(x,y)] (r;s) =Ly o [f(2,0)] (r)
— L5 [£(0.9)] (s) + £(0,0),
0o f

02 |
oy [8552@,@/) (r.5) =5, [f (2. 9)] (r, ) = v [F0.9)] () — Lq [&] (0, y>] (5),

0?2 |
L5, [ 8;;; (2.9)| (r,8) =L [F(@.y)] (rs) = 5Ly [f(@,0] () ~ Ly [Zﬁ;(x oﬂ (7).

Proof. From (3.1), and the formula of ¢g-integration by parts, we have

(1) (lf o [tee +ooaqif B B
L2 l@qx(“%y)] (r,8) = /0 /0 o (DY Eal = are) By(—asy)dyrdsy
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— /+OO ( +Oog i(m y)E,(— qm‘)dqx> Ey(—qsy)dgy

— /+°° < f(0,y) + r/+°°f($,y)Eq(—qrx)dqx> E (—qry)dyy

= =Ly [£(0,9)] (s) + Ly [f (2, 9)] (r, 5).
Hence (3.14) is proved. The proof of (3.16) uses (3.14), (3.15) and the fact that (see
[16])

L, [Zi( o>] (1) = 1Ly (2, 0] (r) — £(0,0).

The rest of the theorem in proved in the same way. 0

The following theorem, which is obtained by induction from the previous one, is
now stated without proof.

Theorem 3.6 (Double Laplace transform of the Partial g-derivative). The following
equations are valid, where n is a non-negative integer,

8 [ o] () = 2 U ) = 52 8 [ 0] 0,
) [ 0| () = £ ] () = 52 9y [ 0]

Remark 3.1. Note that the expression
" f . o
Ly g 0. 9 =, ¢ zsl“ (0,0
"

is given in [16].

Theorem 3.7 (Partial g-derivative of the double Laplace transform). The following
relation is valid

(3.17)
m n aern
ng {zm?/nf(x,y)} (r,s) = (—1)m+nq(2)+(2)W
Proof. We recall the relation (see [16, Theorem 2.4])
an
Ly " f (@) (5) = (-1"a®) L @) (a7)
from which we have:
Lhala™y" ()] (r,9)

+oo p+oo
/ / "y f(x,y) Eq(—rqr) Ey(—sqy)dgrdgy

_/*“’ (/ ) f(x,y)Eq(—rqw)dqx> Bol—o)day

Lo f@,y)] (a7 ™s).
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[ ((—1) o5 )88; [ f(w,y)Eq(—qmrqx)dqa:> Ey(~509)dgy

—(-1)"q(% )aajm /+Oo ((—1) G )aazn /+OO f(x,y)Eq(—q‘”sqy)dqy> Ey(—=q "rqx)dgx

min (T)+()_ g e e n o
=(—1)"""g\ 2/ 72 % sna rm/ f(@,y)Eq(—q "rqw) Eq(—q~ " sqy)dqzdgy
m n 8m+n
:(—1)m+”q(2)+(2)Wng [f(z,y)] (g ™r,q"s).
This proves the theorem. 0J

We summarize the previous results in Table 1.

TABLE 1. Some Laplace of the First Kind.

Originals Transforms
N Fla+1) T(B+1)
zy” (o, 8> —1) qra+1 ' qsﬁﬂ

(az @, by)" T (@H B (i>+l>
1

eq(ax &, by) r > Re(a), s > Re(b)

(r—a)(s=1b)’
rs —ab
cosy(az &g by) (12 + a?)(s2 + 1?)
‘ as + br
smq(a:c Dyq by) (r2 + a?)(s? + b?)
rs+ ab
coshy(ax @, by) (r2 — a?)(s% — b2)
as + br

sinh, (azx &, by)

(" =) =)

4. DOUBLE ¢-LAPLACE TRANSFORM OF THE SECOND KIND

The double ¢-Laplace transform of the second kind is defined as
@) s = [ [ e —rae(—sp)dyadgy, 1.5 >0
Note that if f(x,y) = g(z)h(y), then
(4.2) L53lF @, w)](r, ) = Lo{g(2)}r) Lo {h(y)}(5).
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In particular, if h(y) =1, or g(z) = 1, then (3.2) reads
)

(143) S I05) = L4010 EL W)}6) = - £, ()}
and
(4.4) LEF@))(r,5) = Lo{g(2)} ()L {1}(s) = iﬁq{g(l‘)}(rl

Proposition 4.1. For any two complex numbers o and (3, we have

55 {0f(@,y) + Bo(w,v)} = aLB3{f(,9)} + BLEHa(w, )}
Proof. The proof follows from (4.1). O

Theorem 4.1. Let a and b be two non zero complex numbers, f a two variable
function, then the following formula applies

2 1 @ r s
O lar,by)Hrs) = L5 fo)} (5.5)).

Proof. Using relation (3.5), we have

ng{f(ax’ by)}(r, s) = /OJFOO/OJFOOJC(WE’ by)eq(—rz)eq(—sy)d,rdyy

= [ ew rea—ra)dge ) ea(—sp)day

= 611/0+00 (/;oof(l"v by)eq (_$2> dqx) eq(—sy)dqy
= i/om (/Omf(:ﬂ, by)eq(—swdqy) €q <—IZ> dg
= alb/OJroo </O+Oof(x, Y)e, (—yZ) dqy> ey (—:vZ) dqx

1 ptoo ptoo T s
=gk freen (=g) e (<op) i

and the proof of the theorem is completed. O

Theorem 4.2. For a > —1, 8 > —1, we have the following

Lg,;{x Y} (r,s) = qm+1 ' q55+1 :

In particular, for c =n € N and 8 =m € N, we get

[m],!
m;rl)

nl !
L& ("} (r, ) = — s

NCRTR CR

Proof. The proof follows from the relation £,{t*}(s) = qu(j‘qu) (see [8]) and the
obvious equation

Loy} (r,5) = Lo Hr) x Lo{y}s). O
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Theorem 4.3. Let a and b be two complex numbers, then the following relation holds

+1

5523 {(ax B, by)"} (r, s) = M <<b>”+1 - (a>n+1) |

br — as s r

Proof. From the definitions of the ¢-coaddition and the double ¢-Laplace transform
of second kind, we have
e (anB ) ns) = | ] ) (@) (b)) (. 5)

0

i{ |l ot

k=0 q(kg )Tk+1 q( 2 )Sn—k—f—l
RS RIRE z”: (as>k
N rsntl br

g U nlytt (br)™ ! — (as)™!
rs”“(b ) br — as

s () -07)

The theorem is then proved. 0

Eod

Theorem 4.4. Let a and b be two complex numbers, then the following relation holds
2
q
= , N
) =0l ar
Proof. From Theorem 4.3 and the definition of the big g-exponential function, we
have

a
Lg; {Eq(ax B, by)} (r,s | > |=

{(az B, by)"}(r, s)

l“w () 5]

b a qr
br — as qs — b roqr—a
e
(- a)(qs —b)
Note that this result can be also proved using the fact that

E,(ax B, by) = E,(azx)E,(by)

+
Lg) {E,(ax B, by)} Z

and the relation (see [8]) L£,(E,(ax))(r) = 7 O

qr —a




558 P. N. SADJANG AND S. MBOUTNGAM

Proposition 4.2. The following transforms hold
q*(q°rs — ab)

(4.5) Lg {Cosy(azx B, by)} (r,s) = @2+ @) (@) 1)

(4.6) Lg; {Sin,(ax B, by)} (r,s) = ((qr);i—(cj;) Equ;L o
@ (Cosh (ax . s) = ¢ (¢?rs + ab)

(47) £ {Costy (a8, b)) (r9) = RS

(4.8) ng {Sinh,(az B, by)} (r,s) = q(as +br)

((qr)* = a*)((gs)* = 0*)
Proof. We have

1
L) {Cos,(azx B, by)} (r,5) = 5@&2 [E,(iax B, iby) + E,(—iax B, —iby)] (r, )

¢ ¢

(qr —ia)(gs — ib) * (qr +ia)(gs + ib)
_ ¢*(¢*rs — ab)
 ((gr)? +a*)((gs)* + %)
So, (4.5) is proved. (4.6), (4.7) and (4.8) are proved in the same way. O

Theorem 4.5. Let f be a one wvariable function that has a q-Laplace transform.
Assume that f has the q-Taylor expansion

00 "
f([[') = a’nq(Q)iv
nZ:O [n]g!
then the following relation holds

49) e, e = Lo (1] () - &frw] (3))-

Proof. Assume that f has the expansion as f(z) = Y% anq(g) [zf; ;- Then,
2 3%, 49 "
Lig [flax B, By)] (r,s) = 3 anr— L, {(ax B, By)"} (r,s)

n=0 [n]q' 2

B ()

So, the theorem is proved. O
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Theorem 4.6. The following equations hold true

(4.10) £&) [g;g;@,y) (r,s) =rq L) [f(,y)] (ra ™", 8) — £ [£(0,9)] (s),

(411) &%) [g;g@,w (r,8) =sq~ L) [f (2, )] (ry5q7) = Lq [f (2, 0)] (1),

02 |
oy [a 1) (,9) =rsa 88 )] (7 507) — v £y 7,0 (rg ™)
ql0OqY ]

(4.12) —sq7"Lq |[£(0,9a7 )] (sa71) + £(0,0),

85 |z ()| (rs) =035 (f)] (rg2,9) = ra ™5, [F0.)] (o)
—sq ' Lq[f(0.9)] (sq™") + £(0,0),

L85 | g )| (r8) =50~ L83 11 p) (50 7%) = ra 55 1F (2, 0)) (ra™)

—rq ' Lq[f(x,0)] (r) + £(0,0),

Proof. From (3.1), and the formula of g-integration by parts, we have
Oy f t+oo r+oo ), f
Lgﬁ; [aqx(wi} (r,s) :/ / L(m,y)eq(—rx)eq(—sy)dqxdqy
q
+o0 +ooa
_/ A 5)$ (z,y)eq(—rz)dez | eg(—sy)dqy

B /+OO ( 1(0.9) +T/+Oof(qx,y)eq(_q~x)dqm) eq(—sy)dyy

= L, [F(0,9)] (s) +rq L) [f (2, 9)] (rg L, 5).

Hence, (4.10) is proved. The proof of (4.12) uses (4.10), (4.11) and the fact that (see
[16])

0, _ _
& |50 () = ra 2, 0] 607 - 1000
q
The rest of the theorem in proved in the same way. 0

Theorem 4.7 (Partial g-derivative of the double ¢-Laplace transform). The following
relation is valid

am—i—n

(4.13) Lalemy )] () = (O gl S )] ()

Proof. We recall the relation (see [16, Theorem 3.5.])

Lo [" f(@)] (s) = (=1)" 2Ly [ f ()] (s),
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from which we have:
£ [a™y" f(2,y)] (r, )

_/+Oo/+oo y" f(z,y)eq(—rx)eq(—sy)dqxdyy
:/O+OO y" (/0 xmf(x,y)eq(—r:c)dqx) eq(—sy)dqy

+o00 om 400
2/0 y" ((—Um 1 f(w,y)eq(—riv)dqa«") Ey(—sqy)dyy

aqu 0

m 8;'1 +00 . 8{? +o0
:(_1> qum/o (_1) 8,18"/0 f(fcay)eq(—sy)dqy eq(—rx)dqm
8;”"_” +oo 400
W/O | F@y)e(=ra)eq(—sy)dgadyy
am—l-n

:(_1>m+nWL§ ; [f(z,y)] (r,s).

This proves the theorem.

=

We summarize the previous results in the following Table 2.

TABLE 2. Some Laplace of the Second Kind.

Originals Transforms

2P (0,8 > —1) %(:;I 2 %(Sii i

A S (70
E,(ax B, by) (qr — &qs —b)’ Il > Z ol > Z
Cos,(ax B, by) ((q”r‘)g éqagi((:zsjl)z)+ b?)

Sing(ax B, by) () ;(528) @bﬁ}l +0?)

coshy (az B, by) ((qr)g —iqag)s(z; s)b?)_ b?)

Sinh, (az B, by) ((qr)? q—(jj) (qubsr))2 —0?)

5. SOME APPLICATIONS

5.1. Application to some ¢g-Functional Equations.
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5.1.1. The first g-Cauchy’s functional equation. We consider the following ¢g-Cauchy’s
functional equation

(5.1) flx@gy) = flz) + fly),

where f is an unknown function.
We apply the double ¢g-Laplace transform ng to (5.1) combined with (3.13), (3.3)
and (3.4), to get

L@ — Ll f W) = @I + L @],

s—r
that is

Ll @0 [ = 5] = L) [+ 1]

s—r s
Simplifying this equation, we obtain

r?Ly[f(2)](r) = ¢ Ly[f ()](5),
where the left hand side is a function of r alone and the right hand side is a function

of s alone. This equation is true provided each side is equal to an arbitrary constant
k so that "

PLo[f(@)(r) =k or Ly[f(@)](r) = .
The inverse transform gives the solution of the ¢g-Cauchy functional equation (5.1) as
f(z) = kx, where k is an arbitrary constant.

5.1.2. The second q-Cauchy’s functional equation. We consider the following g-Cau-
chy’s functional equation

(5.2) fleB,y) = f(z)+ fy),

where f is an unknown function.
We apply the double ¢-Laplace transform Lg; to (5.2) combined with (4.9), (4.3)
and (4.4), to get

LT @)~ £ F @] = @) + Ll ))(s),

s—7r
that is

1 1]

L@ [ = 3] = Lalf ) [+

Simplifying this equation, we obtain

r?Lo[f(@)](r) = L[ f(W)](5),
where the left hand side is a function of r alone and the right hand side is a function

of s alone. This equation is true provided each side is equal to an arbitrary constant

k so that
k

r2

PLf@N) =k or Llf@)(r) =
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The inverse transform gives the solution of the ¢-Cauchy functional equation (5.2) as
f(z) = kqx, where k is an arbitrary constant.

5.1.3. The first q-Cauchy-Abel’s functional equation. We consider the following g¢-
Cauchy-Abel’s functional equation

(5.3) flx®gy) = f(x)f(y),

where f is an unknown function.
We apply the double ¢-Laplace transform ng to (5.3) combined with (3.13) and
(3.2) to get

that is
1—rLy[f(@)](r) _ 1—sLy[f(y)l(s)

Lylf@))(r)  Lolf()l(s)
where the left hand side is a function of r alone and the right hand side is a function
of s alone. This equation is true provided each side is equal to an arbitrary constant

s that L rLlf@)() I
L@ ¢ W=

4k
The inverse transform gives the solution of the g-Cauchy-Abel’s functional equation
(5.3) as f(x) = eq(—kx), where k is an arbritrary constant.

5.1.4. The second q-Cauchy-Abel’s functional equation. We consider the following
g-Cauchy-Abel’s functional equation

(5.4) flx By y) = f(x)f(y),

where f is an unknown function.
We apply the double g-Laplace transform ng to (5.4) combined with (4.9) and
(4.2) to get

that is
L—rLg[f(@)](r) _ 1= 5L4[f(y)](s)
Lol f()](r) Lyl f ()](s)
where the left hand side is a function of r alone and the right hand side is a function
of s alone. This equation is true provided each side is equal to an arbitrary constant
k so that

1= L[/ (@))(r) 1 q

L@l o I S e T
The inverse transform gives the solution of the g-Cauchy-Abel’s functional equation
(5.4) as f(z) = E,(—qkx), where k is an arbritrary constant.
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5.2. Application to some partial ¢-differential equations.

5.2.1. The g-transport equation. We introduce the following ¢-transport equation

Oqu Oqu

(5.5) ?qt(a:,t) + c@(x,t) =0,
with
(5.6) w(z,0) = f(x), x>0, and u(0,t)=g(t), t>0.

Applying the double ¢-Laplace transform Lég to (5.5) combinded with (3.14), (3.15)
and (5.6), we get

sLg[u(x, B)](r,s) = Lyl f (@)](r) + ¢ [rLig[ule, )](r, s) — Lylg()](s)] =0,
that is

Lolg(B)(s) + Ll (2))(r)

£ u(, 0))(r,s) = e

Hence,

) = (68)) " [(LAsNC) E LlT ]
In particular,
o if u(x,0) = f(x) =1 and u(0,t) = g(t) = 1, then

)_1 CLq[g(t)](Ss)jciq[f(l")](r)} (:p,t)
)

. /H/} @)= (e8) " [5] @0 =1

s+ cr sr

o if c=—1, u(x,0) = f(x) = 2™ and u(0,t) = g(t) = t" with n € N, then
(Lgl))il -_LQ[tn](s) + Lq[xn]<7n)‘| ($’ t)

sS—rT

— (6 '—[n]q!/snjjr[n]q!/?“"“] (x,t) = (z @y 1)",

where (3.7) has been used.

5.2.2. The non-homogenous space-time q-telegraph equation. We consider the non-
homogenous space-time g¢-telegraph equation

(5.7)
, Oou d2u Dyt o
0 (xat)—@(%t)—(a+5)@(%t)—aﬁu(%t) = [c" = (a+1)(B+1)]eg(zDq1),

with the conditions
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Oqu
@(0, t) = eq4(t),
Oqu
8725(37’ 0) = eq(z)
Applying L%; to (5.7), we obtain
[ 0, ﬂ@ﬁ

2 {r%g}q’ [u(z, t)](r, s) — Ly [u(0,)](s) —

LM (e, 1)) (r, ) — sLy[u(z, 0)](r) — [ 1 }

—(a+ B) {s£)fulz, ))(r,s) = Lylu(z,0)](r)} — aBL)u(z, 1))(r, s)

=[c® — (a + 1)(8 + 1)L eq(z By 1)](r, ).

Using the conditions and simplifying the result we obtain

e rs:—l
£l 0] 9) = ¢ T

and hence we have u(z,t) = e, (z @, t)
5.2.3. The q-wave equation. We consider the following ¢-wave equation in a quarter

plane
9%u 9%u
q t _ 2 7q t .
aqtg (I‘, ) c anEQ (I’, ) 07

with the initial condition
u(z,0) = f(z) and aaql;
94 (0 1) = 0.

q.%

u(0,t) =0 and

to have

[(amw»ww%wmmmm—leﬁxmh>
0.0] @)} =0

3213513 u
2 {rmg}; [u(z,1)] (r, s) — rLg[u(0,8)](s) — L, l o

We apply the double ¢-Laplace transform L

That is . ;
e, [u(z, t)] (r, s) = S q[f(x)(]sgr)_‘;rg[g(x)](r).

Hence,

wlo,t) = (M%]{ﬂaﬂmgzzgmmmmh%ﬂ
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Remark 5.1. Note that in [7], another g-wave equation is given combining the g-
derivative with respect to t and the classical derivative with respect to x as
d2u 0%u

aqyg (.’E,y) - @

(x,t) = 0.
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