AN ALTERNATIVE METHOD FOR SOLVING GENERALIZED DIFFERENTIAL EQUATIONS OF FRACTIONAL ORDER
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Abstract. In view of the usefulness and importance of the fractional differential equations in certain physical problems governing reaction-diffusion in complex systems and anomalous diffusion, the authors present an alternative simple method for deriving the solution of the generalized forms of the fractional differential equation and Volterra type differintegral equation. The solutions are obtained in a straightforward manner by the application of Riemann-Liouville fractional integral operator and its interesting properties. As applications of the main results, solutions of certain generalized fractional kinetic equations involving generalized Mittag-Leffler function are also studied. Moreover, results for some particular values of the parameters are also pointed out.

1. Introduction, preliminaries and definitions

In last two decades, fractional differential equations appear more and more frequently for modeling of relevant systems in various fields such as physics, chemistry, biology, economics, engineering, image and signal processing. One may refer to the books [5, 7] and [11], and the recent papers [16] and [9] on the subject. In particular, the solution and application of certain kinetic equations of fractional order are studied by Zaslavsky [18], Saichev and Zaslavsky [10], Saxena et al. [13–16], Haubold et al. [4] using integral transform technique.

The object of this paper is to investigate solution of certain class of generalized fractional differential equations by applying the technique similar to that used by Al-Saqabi and Tuan [1] for solving general differintegral equation of Volterra’s type. The method extend the use of Riemann-Liouville fractional calculus operators.
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In 1903, Mittag-Leffler [6] introduced the following function, in terms of the power series

\[ E_\alpha(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + 1)}, \quad (z, \alpha \in \mathbb{C}, \Re(\alpha) > 0). \]

Further, a two-index generalization of this function was given by Wiman [17], in the following manner (see also [3])

\[ E_{\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\alpha n + \beta)}, \quad (z, \alpha, \beta \in \mathbb{C}, \Re(\alpha) > 0, \Re(\beta) > 0). \]

By means of the series representation a more generalized function \( E_{\gamma,\alpha,\beta}(z) \) is introduced by Prabhakar [8] as

\[ E_{\gamma,\alpha,\beta}(z) = \sum_{n=0}^{\infty} \frac{(\gamma)_n}{\Gamma(\alpha n + \beta) n!} z^n, \]

where \( z, \alpha, \beta, \delta \in \mathbb{C}, \Re(\alpha) > 0 \). It is an entire function of order \( [\Re(\alpha)]^{-1} \) and for \( \delta = 1 \), reduces to Mittag-Leffler function \( E_{\alpha,\beta}(z) \).

The right sided Riemann Liouville fractional integral operator \( I_{a+}^{\nu} \) and the right sided Riemann Liouville fractional derivative operator \( D_{a+}^{\nu} \) are defined (cf. Samko et al. [11]) for \( \Re(\nu) > 0 \) as

\[ (D_{a+}^{\nu}f)(x) = \frac{1}{\Gamma(\nu)} \int_{a}^{x} (x-t)^{\nu-1} f(t) dt, \]

and

\[ (D_{a+}^{\nu}f)(x) = \left( \frac{d}{dx} \right)^{n} (D_{a+}^{-(n-\nu)}f)(x) \quad (n = [\Re(\nu)] + 1), \]

where \([x]\) denotes the greatest integer in the real number \( x \). Further, by virtue of equation (1.2) and (1.3) it is not difficult to show that

\[ D_{a+}^{\alpha}(t-a)^{\beta-1} = \frac{\Gamma(\beta)}{\Gamma(\alpha + \beta)} (t-a)^{\alpha+\beta-1} \]

and

\[ D_{a+}^{\alpha}(t-a)^{\mu-1}E_{\rho,\mu}^{\gamma} [\omega(t-a)^{\rho}] = (t-a)^{\mu+\alpha-1}E_{\rho,\mu+\alpha}^{\gamma} [\omega(t-a)^{\rho}]. \]

We recall here the following formula used by Carlitz [2]

\[ (a + b)_m = \sum_{r=0}^{m} \binom{m}{r} (a)_r (b)_{m-r}. \]
2. Generalized fractional differential equations

Corresponding to the bounded sequence $\{A_k\}_0^\infty$, let the function $f(x)$ be defined as

(2.1) \[ f(x) = \sum_{k=0}^{\infty} A_k x^k. \]

Now, we will give the following two theorems, which exhibit the solutions of generalized fractional differential equations involving the analytic function $f(x)$ defined by (2.1).

**Theorem 2.1.** If $\nu, \mu, c > 0$, then there exists the unique solution of the fractional differential equation

(2.2) \[ N(t) + c^\nu D_{a^+}^{-\nu} N(t) = N_a(t-a)^{\mu-1} f[-c^\nu(t-a)^\nu], \]

and it is given by

\[ N(t) = N_a(t-a)^{\mu-1} \sum_{m=0}^{\infty} A_k \Gamma(vk+\mu) \frac{\Gamma(vm+\mu)}{\Gamma(vm+\mu)} \frac{[-c^\nu(t-a)^\nu]^m}{m!}. \]

**Proof.** Multiplying both sides of (2.2) by $(-c^\nu)^m D_{a^+}^{-mv}$ and summing up from $m = 0$ to $\infty$, it yields to

\[ \sum_{m=0}^{\infty} (-c^\nu)^m D_{a^+}^{-mv} N(t) - \sum_{m=0}^{\infty} (-c^\nu)^{m+1} D_{a^+}^{-(m+1)v} N(t) = N_a \sum_{m=0}^{\infty} (-c^\nu)^m D_{a^+}^{-mv} (t-a)^{\mu-1} f[-c^\nu(t-a)^\nu], \]

using (2.1), we obtain

\[ N(t) = N_a \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} A_k (-c^\nu)^m D_{a^+}^{-mv} (t-a)^{\mu-1} f[-c^\nu(t-a)^\nu], \]

using (1.4) above equation becomes

\[ N(t) = N_a \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} A_k \Gamma(vk+\mu) \frac{\Gamma(vm+\mu)}{\Gamma(vm+\mu)} \frac{[-c^\nu(t-a)^\nu]^m}{m!}. \]

which completes the proof of Theorem 2.1. \(\Box\)

**Theorem 2.2.** If $\nu, \mu, c > 0$ and $\alpha > 0$, then there exists the unique solution of the Volterra’s type fractional differintegral equation

(2.3) \[ D_{a^+}^\alpha N(t) + c^\nu D_{a^+}^{-\nu} N(t) = N_a(t-a)^{\mu-1} f[-c^\nu(t-a)^\nu], \]

with the initial conditions

(2.4) \[ D_{a^+}^{\alpha-r-1} N_a = b_r; \quad (r = 0, 1, 2, \ldots, n-1), \]
and given by

\[ N(t) = N_a(t-a)^{\alpha+\mu-1} \sum_{m=0}^{\infty} \sum_{k=0}^{m} \frac{\Gamma[(\alpha+\nu)k+\mu]}{\Gamma[(\alpha+\nu)m+\alpha+\mu]} \left[-c^\nu(t-a)^{\alpha+v}\right]^m \]

\[ + \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1} E_{\alpha+v,\alpha-r} \left[-c^\nu(t-a)^{\alpha+v}\right]. \]

**Proof.** By applying the fractional integral operator \( D_{a+}^{-\alpha} \) to the both sides of (2.3), and using the formula \([11]\)

\[ D_{a+}^{-\alpha} D_{a+}^\alpha N(t) = N(t) - \sum_{r=0}^{n-1} \frac{(t-a)^{\alpha-r-1}}{\Gamma(\alpha-r)} D_{a+}^{\alpha-r-1} N_a, \]

where \( n \) be an integer such that \( n = [\alpha] + 1 \), we obtain

\[ (2.5) \quad N(t) + c^\nu D_{a+}^{(\alpha+v)} N(t) = N_a D_{a+}^{-\alpha}(t-a)^{\mu-1} f \left[-c^\nu(t-a)^{\alpha+v}\right] \]

\[ + \sum_{r=0}^{n-1} \frac{(t-a)^{\alpha-r-1}}{\Gamma(\alpha-r)} D_{a+}^{\alpha-r-1} N_a. \]

Now by applying the operator \((-c^\nu)^m D_{a+}^{-m(\alpha+v)}\) to the both sides of (2.5) and summing up from \( m = 0 \) to \( \infty \), we get

\[ \sum_{m=0}^{\infty} (-c^\nu)^m D_{a+}^{-m(\alpha+v)} N(t) - \sum_{m=0}^{\infty} (-c^\nu)^{m+1} D_{a+}^{-(m+1)(\alpha+v)} N(t) \]

\[ = N_a \sum_{m=0}^{\infty} (-c^\nu)^m D_{a+}^{-\alpha-m(\alpha+v)}(t-a)^{\nu-1} f \left[-c^\nu(t-a)^{\alpha+v}\right] \]

\[ + \sum_{m=0}^{\infty} \sum_{r=0}^{n-1} (D_{a+}^{\alpha-r-1} N_a)(-c^\nu)^m D_{a+}^{-m(\alpha+v)}(t-a)^{\alpha-r-1} \frac{1}{\Gamma(\alpha-r)}. \]

Using (1.4), (2.4) and applying equation (1.1), we obtain

\[ N(t) = N_a \sum_{m=0}^{\infty} (-c^\nu)^m D_{a+}^{-\alpha-m(\alpha+v)}(t-a)^{\nu-1} f \left[-c^\nu(t-a)^{\alpha+v}\right] \]

\[ + \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1} E_{\alpha+v,\alpha-r} \left[-c^\nu(t-a)^{\alpha+v}\right]. \]

Finally by making use of equations (2.1) and (1.4), we obtain

\[ N(t) = N_a(t-a)^{\alpha+\mu-1} \sum_{m=0}^{\infty} \sum_{k=0}^{m} \frac{\Gamma[(\alpha+\nu)k+\mu]}{\Gamma[(\alpha+\nu)m+\alpha+\mu]} \left[-c^\nu(t-a)^{\alpha+v}\right]^m \]

\[ + \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1} E_{\alpha+v,\alpha-r} \left[-c^\nu(t-a)^{\alpha+v}\right]. \]
Which completes the proof of Theorem 2.2.

\[\square\]

Remark 2.1. It is interesting to observe that, when \(\alpha = 0\) and \(b_r = 0\) Theorem 2.2 reduces to Theorem 2.1.

3. Generalized fractional kinetic equation

In this section, we consider some consequences and applications of the main results. By assigning suitable special values to the arbitrary sequence \(A_k\), our main results (Theorems 2.1 and 2.2) can be applied to derive solutions of certain generalized fractional kinetic equation. If \(N(t)\) is the number density of a given species at time \(t\) and \(N_a\) is the number density of that species at time \(t = a\), then following results holds.

**Theorem 3.1.** If \(\upsilon > 0\), \(\mu > 0\), \(c > 0\), then there exists the unique solution of the fractional kinetic equation

\[N(t) - N_a(t-a)^{\mu-1}E_{\upsilon,\mu}^{-}\left[-c^\upsilon(t-a)^\upsilon\right] = -c^\upsilon D_{\alpha+}\upsilon N(t),\]

given by

\[(3.1)\]

\[N(t) = N_a(t-a)^{\mu-1}\sum_{m=0}^{\infty} \frac{(\gamma)_k}{\Gamma(\upsilon k+\mu)k!}\left[-c^\upsilon(t-a)^\upsilon\right]^m,\]

where the Mittag-Leffler function defined by (1.2).

**Proof.** Let \(A_k = \frac{(\gamma)_k}{\Gamma(\upsilon k+\mu)k!}\), then by virtue of Theorem 2.1, we have

\[N(t) = N_a(t-a)^{\mu-1}\sum_{m=0}^{\infty} \sum_{k=0}^{m} \frac{(\gamma)_k}{\Gamma(\upsilon k+\mu)k!}\frac{\Gamma(\upsilon k+\mu)}{\Gamma(\upsilon k+\upsilon k+\mu)}\left[-c^\upsilon(t-a)^\upsilon\right]^m,\]

using (1.5) we get

\[N(t) = N_a(t-a)^{\mu-1}\sum_{m=0}^{\infty} \frac{(\gamma + 1)_m}{\Gamma(\upsilon m+\mu)m!}\left[-c^\upsilon(t-a)^\upsilon\right]^m,\]

finally on using (1.2), we can easily get (3.2). \[\square\]

When \(a = 0\), then (3.1) reduces to the following result given earlier by Saxena et al. [12].

**Corollary 3.1.** If \(\upsilon > 0\), \(c > 0\), \(\mu > 0\), then the unique solution of the integral equation

\[N(t) - N_0 t^{\mu-1}E_{\upsilon,\mu}^{-}\left[-c^\upsilon t^\upsilon\right] = -c^\upsilon D_{\alpha+}\upsilon N(t),\]

is given by

\[(3.2)\]

\[N(t) = N_0 t^{\mu-1}E_{\upsilon,\mu}^{\gamma+1}\left[-c^\upsilon t^\upsilon\right].\]
Theorem 3.2. If $\nu > 0$, $\alpha > 0$, $\mu > 0$, $c > 0$, then there exists the unique solution of the fractional kinetic differintegral equation 
\begin{equation}
D_{a+}^{\alpha}N(t) - N_a(t-a)^{\mu-1}E_{\alpha+\nu}^{\gamma+1}[-c^{\nu}(t-a)^{\alpha+\nu}] = -c^{\nu}D_{a+}^{-\nu}N(t),
\end{equation}
with the initial conditions
\begin{equation}
D_{a+}^{-r-1}N_a = b_r \quad (r = 0, 1, 2, \ldots, n-1),
\end{equation}
given by
\begin{equation}
N(t) = N_a(t-a)^{\alpha+\mu-1}E_{\alpha+\nu}^{\gamma+1}[-c^{\nu}(t-a)^{\alpha+\nu}]
+ \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1}E_{\alpha+\nu,\alpha-r}[-c^{\nu}(t-a)^{\alpha+\nu}].
\end{equation}

Proof. Let $A_k = \frac{(\gamma)_k}{\Gamma((\alpha+\nu)k+\mu)k!}$, then by virtue of Theorem 2.2, we have
\begin{equation}
N(t) = N_a(t-a)^{\alpha+\mu-1}\sum_{m=0}^{\infty} \sum_{k=0}^{m} \frac{(\gamma)_k}{\Gamma((\alpha+\nu)k+\mu)k!} \Gamma[(\alpha+\nu)m+\alpha+\mu] 
\times [-c^{\nu}(t-a)^{\alpha+\nu}]^m + \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1}E_{\alpha+\nu,\alpha-r}[-c^{\nu}(t-a)^{\alpha+\nu}].
\end{equation}
By applying (1.5), we obtain
\begin{equation}
N(t) = N_a(t-a)^{\alpha+\mu-1}\sum_{m=0}^{\infty} \frac{(\gamma + 1)_m}{\Gamma[(\alpha+\nu)m+\alpha+\mu]m!} [-c^{\nu}(t-a)^{\alpha+\nu}]^m
+ \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1}E_{\alpha+\nu,\alpha-r}[-c^{\nu}(t-a)^{\alpha+\nu}].
\end{equation}
Finally, on making use of (1.2), one can easily arrive at (3.4). \qed

Remark 3.1. Again, if we set $\alpha = 0$ and $b_r = 0$ Theorem 3.2 reduces to Theorem 3.1.

Corollary 3.2. If $0 < \alpha \leq 1$, then the solution of (3.3) is given by
\begin{align*}
N(t) &= N_a(t-a)^{\alpha+\mu-1}E_{\alpha+\nu}^{\gamma+1}[-c^{\nu}(t-a)^{\alpha+\nu}]
+ b_0(t-a)^{\alpha-1}E_{\alpha+\nu,\alpha}[-c^{\nu}(t-a)^{\alpha+\nu}],
\end{align*}

Corollary 3.3. If $1 < \alpha \leq 2$, the solution of (3.3) is given by

\begin{align*}
N(t) &= N_a(t-a)^{\alpha+\mu-1}E_{\alpha+\nu}^{\gamma+1}[-c^{\nu}(t-a)^{\alpha+\nu}]
+ \sum_{r=0}^{n-1} b_r(t-a)^{\alpha-r-1}E_{\alpha+\nu,\alpha-r}[-c^{\nu}(t-a)^{\alpha+\nu}].
\end{align*}
\[
N(t) = N_a(t-a)^{\alpha+\mu-1}F_{\alpha+\nu,\alpha+\mu}^{\gamma+1} \left[ -c^\nu(t-a)^{\alpha+\nu} \right] \\
+ b_0(t-a)^{\alpha-1}E_{\alpha+\nu,\alpha} \left[ -c^\nu(t-a)^{\alpha+\nu} \right] \\
+ b_1(t-a)^{\alpha}E_{\alpha+\nu,\alpha-1} \left[ -c^\nu(t-a)^{\alpha+\nu} \right].
\]

(3.5)

We conclude with the remark that, in this paper, we have used an alternative, simple and effective method for solving fractional differential and Volterra’s type fractional differintegral equations. It has been shown that by selecting bounded sequence, we found solutions of generalized Kinetic equations, as special cases of the main results. Further, as the applications of these results, one can easily derive a number of graphical representation for solutions by setting numerical values to the parameters used in the main results.
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