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LAPLACE TRANSFORM AND HOMOTOPY PERTURBATION
METHODS FOR SOLVING THE PSEUDOHYPERBOLIC
INTEGRODIFFERENTIAL PROBLEMS WITH PURELY

INTEGRAL CONDITIONS

A. NECIB1 AND A. MERAD1

Abstract. In this paper we defined and investigated the various properties of a
class of pseudohyperbolic equation defined on purely integral (nonlocal) conditions.
We proved the uniqueness and the existence of the solution using energy inequality
(A priori estimates). We found a semi analytical solution using the Laplace transform
and Stehfest algorithm method. Next, we used another method called the Homotopy
perturbation. Finally, we give some examples for illustration.

1. Introduction

Some problems of modern physics and technology can be effectively described in
terms of nonlocal (integral) conditions. These nonlocal conditions raise mainly when
the data on the boundary cannot be measured directly. The presence of integral
terms in the boundary conditions can, greatly, complicate the application of standard
numerical techniques such as finite difference procedures, finite elements methods,
spectral techniques,..., endless. So far, not much seems to be done for obtaining
an explicit solution of heat and wave equations. However, the solvability of these
equations has been theoretically studied in terms of existence and uniqueness of a
solution. There are two tools used in this paper. The first one is Laplace transfor-
mation and the use of its inversed transformation to obtain the numerical solution.
The Laplace transformation method has been used to approximate the solution of
different classes of linear partial differential equations. Suying et al [25], established
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a numerical method based on the Laplace transformation for solving initial problem
nonlinear dynamic differential equations. The main difficulty in using the Laplace
transformation method consists in finding its inverse, because the inverse of trans-
formation is very complex in few situations. To overcome this difficulty, there are
many numerical techniques available to invert Laplace transformation. In this work,
we focus exclusively on the STEHFEST algorithm [26] in order to efficiently and
accurately invert the Laplace transformation (which cannot be done analytically).
The application of Lapalce transformation on the equations reduces the problem to a
second order inhomogeneous ordinary differential equations with nonlocal conditions.
The reduced problem can be solved by the method of variation of parameters. After
discretization, the numerical method for inverting the Laplace transformation is used
to get an approximation of solution. The second tool is the homotopy perturbation
method (HPM), which has been developed by scientists and engineers, in nonlinear
problems. This method reduces difficulties of the problem under study into a simple
problem which is easy to solve. Most perturbation methods assume the existence
of a small parameter, but most nonlinear problems have no small parameter at all.
Recently, the application of homotopy perturbation theory has appeared in the work
of many scientists [2, 3, 7–10, 12–18, 23], which has become a powerful mathemati-
cal tool. Recently, S. Abbasbandy [2] applied this method on functional integral
equations. The aim of this paper is to establish the existence, uniqueness and the
continuous dependence of the data with the solution of second order pseudohyperbolic
integrodifferential equations with nonlocal conditions [5, 6]. The proofs are based on
a priori estimates and a combination of Laplace transformation technique with
Stehfest algorithm. Furthermore, some examples are given to compare between
the approximate and the exact solutions. Later, another semi-analytical technique
called Homotopy perturbation method is used. Some testing examples are given
to show the efficiency of this method.

2. Statement of the Problem

In the rectangular domain Q = Ω×I = {(x, t) : 0 < x < 1, 0 < t ≤ T}, we consider
a pseudohyperbolic integrodifferential equation:

(2.1) Lv = ∂2v

∂t2
− α∂

2v

∂x2 − β
∂3v

∂t∂x2 + γv −
∫ t

0
a(t− s)v(x, s)ds = g(x, t),

subject to the initial conditions

`v =v(x, 0) = Φ(x), 0 < x < 1,(2.2)
qv =vt(x, 0) = Ψ(x), 0 < x < 1,(2.3)

and the purely integral conditions∫ 1

0
v(x, t)dx =n(t), 0 < t ≤ T,(2.4)



LAPLACE TRANSFORM AND HOMOTOPY PERTURBATION METHODS... 253

∫ 1

0
xv(x, t)dx =m(t), 0 < t ≤ T,(2.5)

where g,Φ,Ψ, a, n, and m are known functions, α, β, γ and T are known positive
constants.

3. Reformulation of the Problem

Since the integral boundary conditions are inhomogeneous, it is convenient to
convert the problem (2.1)–(2.5) to an equivalent problem with homogeneous integral
conditions. For this, we introduce a new function u(x, t) as follow:

(3.1) v(x, t) = u(x, t) + U(x, t),

where

(3.2) U(x, t) = (−6x+ 4)n(t) + (12x− 6)m(t).

Problem (2.1)–(2.5) with inhomogeneous integral conditions (2.4)–(2.5) can be equiv-
alently reduced to the problem of finding a function u satisfying:

(3.3) Lu = ∂2u

∂t2
− α∂

2u

∂x2 − β
∂3u

∂t∂x2 + γu−
∫ t

0
a(t− s)u(x, s)ds = f(x, t),

with the initial conditions

`u =u(x, 0) = ϕ (x) , 0 < x < 1,(3.4)
qu =ut(x, 0) = ψ (x) , 0 < x < 1,(3.5)

and the purely nonlocal conditions∫ 1

0
u (x, t) dx =0, 0 < t ≤ T,(3.6) ∫ 1

0
xu (x, t) dx =0, 0 < t ≤ T,(3.7)

where

(3.8) f(x, t) = g(x, t)− LU(x, t)

and

ϕ(x) =Φ(x)− `U(x, t),(3.9)
ψ(x) =Ψ(x)− qU(x, t).(3.10)

Hence, instead of looking for v, we simply look for u. The solution of problem
(2.1)–(2.5) will be obtained by the relations (3.1)–(3.2).
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4. A Priori Estimates and its Consequences

The solution of the problem (3.3)–(3.7) can be considered as a solution of the
problem in the operational form:

Lu = F ,

where L = (L, `, q) is considered from B to F , where B is the Banach space of the
functions u ∈ L2(Q), whose norm is:

‖u‖B =
 sup

06τ6T

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

+ ‖=xu(x, τ)‖2

 dx
 1

2

,

which is finite, and F is the Hilbert space consisting of all the elements F = (f, ϕ, ψ)
whose norm is:

‖F‖F =
(∫

Qτ
‖f‖2 dxdt+

∫ 1

0

(
‖ψ(x)‖2 + ‖ϕ(x)‖2

)
dx
) 1

2
,

which is finite.
The domain D(L) of the operator L is the set of all the functions u such that

∂u
∂x
, ∂

2u
∂t2
, ∂u
∂x
, ∂

2u
∂x2 ,

∂3u
∂t∂x2 ∈ L2(Q) and u satisfies (3.6) as well as (3.7).

First an a priori estimates is established. Then, the uniqueness and continuous
dependence of the solution with respect to the data are immediately conveyed.
Theorem 4.1. If u (x, t) is a solution of problem (3.3)–(3.7) and |a(t)| ≤ a1, 0 ≤ t ≤
T and β satisfying the condition β > T 4a1ε2

1+a1
8ε1

+ 1
8ε2

, f ∈ C
(
Q
)
, then

‖u‖B ≤ C ‖F‖F ,
where C is a positive constant independent of u, u ∈ D(L) and

C =
(

max{1
2 , ε2,

1
2γ + α}

min{1, γ + 2α}

) 1
2

.

Proof. We put =xu =
∫ x

0 u (ξ, t) dξ and =2
xu =

∫ x
0
∫ η

0 u (ξ, t) dξdη. Multiplying the
equation (3.3) by the integro differential operator Mu = −=2

x
∂u
∂t

and integrating on
the subdomain Qτ = (0, 1)× (0, τ), where 0 ≤ τ ≤ T , we obtain:

−
∫
Qτ

∂2u

∂t2
· =2

x

(
∂u

∂t

)
dxdt+ α

∫
Qτ

∂2u

∂x2 · =
2
x

(
∂u

∂t

)
dxdt+ β

∫
Qτ

∂3u

∂t∂x2 · =
2
x

(
∂u

∂t

)
dxdt

(4.1)

+ β

∫
Qτ

∂3u

∂t∂x2 · =
2
x

(
∂u

∂t

)
dxdt− γ

∫
Qτ

u · =2
x

(
∂u

∂t

)
dxdt

=−
∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
· =2

x

(
∂u

∂t

)
dxdt−

∫
Qτ

f · =2
x

(
∂u

∂t

)
dxdt.

The integration by parts of each term on the left-hand side of the equation (4.1) gives:

−
∫
Qτ

∂2u

∂t2
· =2

x

∂u

∂t
dxdt =1

2

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx− 1
2

∫ 1

0
‖=xψ(x)‖2 dx,(4.2)
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α
∫
Qτ

∂2u

∂x2 · =
2
x

∂u

∂t
dxdt =1

2α
∫ 1

0
‖u(x, τ)‖2 dx− 1

2α
∫ 1

0
‖ϕ(x)‖2 dx,(4.3)

β
∫
Qτ

∂3u

∂t∂x2 · =
2
x

∂u

∂t
dxdt =β

∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt,(4.4)

−γ
∫
Qτ
u · =2

x

∂u

∂t
dxdt =1

2γ
∫ 1

0
‖=xu(x, τ)‖2 dx− 1

2γ
∫ 1

0
‖=xϕ(x)‖2 dx.(4.5)

The substitution of (4.2), (4.3), (4.4) and (4.5) into (4.1) gives:

1
2

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx+ 1
2γ
∫ 1

0
‖=xu(x, τ)‖2 dx(4.6)

+ 1
2α

∫ 1

0
‖u(x, τ)‖2 dx+ β

∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt

=1
2

∫ 1

0
‖=xψ(x)‖2 dx+ 1

2γ
∫ 1

0
‖=xϕ(x)‖2 dx+ 1

2α
∫ 1

0
‖ϕ(x)‖2 dx

−
∫
Qτ
f · =2

x

∂u

∂t
dxdt−

∫
Qτ

(
∫ t

0
a(t− s)u(x, s)ds) · =2

x

∂u

∂t
dxdt.

Using Poincare’s inequality type∫ 1

0

∥∥∥=2
xu(x, τ)

∥∥∥2
dx ≤1

2

∫ 1

0
=x ‖u(x, τ)‖2 dx,∫ 1

0
‖=xu(x, τ)‖2 dx ≤1

2

∫ 1

0
‖u(x, τ)‖2 dx,∫

Qτ

∥∥∥∥∫ t

0
u(x, s)ds

∥∥∥∥2
dxdt ≤T

2

2

∫
Qτ
‖u‖2 dxdt,

we obtain:
1
2

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx+
(1

2γ + α
) ∫ 1

0
=x ‖u(x, τ)‖2 dx+ β

∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt

≤1
4

∫ 1

0
‖ψ(x)‖2 dx+

(1
4γ + 1

2α
) ∫ 1

0
‖ϕ(x)‖2 dx−

∫
Qτ
f · =2

x

∂u

∂t
dxdt

−
∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
· =2

x

∂u

∂t
dxdt.(4.7)

Using the Cauchy inequality with ε, the right-hand side of (4.1) is bounded∫
Qτ
f · =2

x

∂u

∂t
dxdt−

∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
· =2

x

∂u

∂t
dxdt

6
ε2

2

∫
Qτ
‖f‖2 dxdt+ 1

8ε2

∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt+ a1ε1

2

∫
Qτ

∥∥∥∥∫ t

0
u(x, s)ds

∥∥∥∥2
dxdt

+ a1

2ε1

∫
Qτ

∥∥∥∥∥=2
x

∂u

∂t

∥∥∥∥∥
2

dxdt,
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we get ∫
Qτ
f · =2

x

∂u

∂t
dxdt−

∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
· =2

x

∂u

∂t
dxdt

≤ε2

2

∫
Qτ
‖f‖2 dxdt+

(
T 4a1ε

2
1 + a1

8ε1
+ 1

8ε2

)∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt,(4.8)

using (4.8) into (4.7) we obtain:∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx+ (γ + 2α)
∫ 1

0
‖=xu(x, τ)‖2 dx

+ 2
(
β − T 4a1ε

2
1 + a1

8ε1
− 1

8ε2

)∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt

≤ε2

∫
Qτ
‖f‖2 dxdt+ 1

2

∫ 1

0
‖ψ(x)‖2 dx+

(1
2γ + α

) ∫ 1

0
‖ϕ(x)‖2 dx,

if β satisfies the condition β > T 4a1ε2
1+a1

8ε1
+ 1

8ε2
we obtain:

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx+ (γ + 2α)
∫ 1

0
‖=xu(x, τ)‖2 dx

≤ε2

∫
Qτ
‖f‖2 dxdt+ 1

2

∫ 1

0
‖ψ(x)‖2 dx+

(1
2γ + α

) ∫ 1

0
‖ϕ(x)‖2 dx.(4.9)

Since the right-hand side of (4.9) is independent of τ , we take the supremum with
respect to τ from 0 to T in the left-hand side we obtain:

sup
06τ6T


∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx+
∫ 1

0
‖=xu(x, τ)‖2 dx


6 C

(∫
Qτ
‖f‖2 dxdt+

∫ 1

0
‖ψ(x)‖ dx+

∫ 1

0
‖ϕ(x)‖2 dx

)
.

We thus obtain inequality
‖u‖B ≤ C ‖F‖F ,

with

C =
(

max{1
2 , ε2,

1
2γ + α}

min{1, γ + 2α}

) 1
2

. �

Corollary 4.1. If problem (3.3)–(3.7) has a solution, then this solution is unique and
depends continuously on (f, ϕ, ψ).

5. The Existence of Solution

Theorem 5.1. If β satisfies the condition β ≥ T 4a1ε2
1+a1

8ε1
+ 1

8ε2
, then the problem

(3.3)–(3.7) admits a unique strong solution u = L
−1(f, ϕ, ψ) = L−1(f, ϕ, ψ).
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Proof. To prove that the problem (3.3)–(3.7) admits a strong solution for any ar-
bitrary (f, ϕ, ψ) ∈ F , it is sufficient to prove that R(L) is dense in F , first of all,
for the case where L is reduced to L0 = (L, `, q) where its domain is D(L0) =
{u/u ∈ D(L) : `u = 0 and qu = 0}. For this purpose, we demonstrate the following
proposition. �

Proposition 5.1. Under the conditions of Theorem 5.1, for ω ∈ L2(Q) and for all
u ∈ D(L0), we have

(5.1)
∫
Q
Lu · ω dxdt = 0,

then ω renders null almost everywhere in Q.

Proof. The equality (5.1) can be written as follows∫
Qτ

∂2u

∂t2
· ωdxdt =α

∫
Qτ

∂2u

∂x2 · ωdxdt+ β
∫
Qτ

∂3u

∂t∂x2 · ωdxdt− γ
∫
Qτ
u · ωdxdt

+
∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
· ωdxdt.(5.2)

From the equality (5.2), we give the function ω in terms of u as follows:

(5.3) ω = −=2
x

∂u

∂t
.

By substituting ω in (5.2) by its representation (5.3), we obtain:∫
Qτ

∂2u

∂t2
·
(
−=2

x

∂u

∂t

)
dxdt = α

∫
Qτ

∂2u

∂x2 ·
(
−=2

x

∂u

∂t

)
dxdt(5.4)

+ β
∫
Qτ

∂3u

∂t∂x2 ·
(
−=2

x

∂u

∂t

)
dxdt− γ

∫
Qτ
u ·
(
−=2

x

∂u

∂t

)
dxdt

+
∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
·
(
−=2

x

∂u

∂t

)
dxdt,

Integrating by parts and taking into account conditions (3.6) and (3.7), we obtain:∫
Qτ

∂2u

∂t2

(
−=2

x

∂u

∂t

)
dxdt =1

2

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx− 1
2

∫ 1

0
‖=xqu‖2 dx

=1
2

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx,(5.5)

α
∫
Qτ

∂2u

∂x2 ·
(
−=2

x

∂u

∂t

)
dxdt =− 1

2α
∫ 1

0
‖u(x, τ)‖2 dx+ 1

2α
∫ 1

0
‖`u‖2 dx

=− 1
2α

∫ 1

0
‖u(x, τ)‖2 dx,(5.6)

β
∫
Qτ

∂3u

∂t∂x2 ·
(
−=2

x

∂u

∂t

)
dxdt =− β

∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt,(5.7)
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−γ
∫
Qτ
u ·
(
−=2

x

∂u

∂t

)
dxdt =− 1

2γ
∫ 1

0
‖=xu(x, τ)‖2 dx+ 1

2γ
∫ 1

0
‖=x`u‖2 dx

=− 1
2γ
∫ 1

0
‖=xu(x, τ)‖2 dx.(5.8)

By substituting (5.5), (5.6), (5.7) and (5.8) into (5.4) we obtain:

1
2

∫ 1

0

∥∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥∥

2

dx+ β
∫
Qτ

∥∥∥∥∥∂u∂t
∥∥∥∥∥

2

dxdt(5.9)

+ 1
2γ
∫ 1

0
‖=xu(x, τ)‖2 dx+ 1

2α
∫ 1

0
‖u(x, τ)‖2 dx

≤
∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
·
(
−=2

x

∂u

∂t

)
dxdt.

By the use of Cauchy inequality with ε, the right-hand side of (5.9) is bounded

(5.10)
∫
Qτ

(∫ t

0
a(t− s)u(x, s)ds

)
·
(
−=2

x

∂u

∂t

)
dxdt ≤ T 4a1ε

2
1 + a1

8ε1

∫
Qτ

∥∥∥∥∂u∂t
∥∥∥∥2
dxdt.

By using (5.10) into (5.9) we obtain:
1
2

∫ 1

0

∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥2
dx+

(
β − T 4a1ε

2
1 + a1

8ε1

)∫
Qτ

∥∥∥∥∂u∂t
∥∥∥∥2
dxdt

+1
2γ
∫ 1

0
‖=xu(x, τ)‖2 dx+ 1

2α
∫ 1

0
‖u(x, τ)‖2 dx ≤ 0,

if β satisfies the condition β ≥ T 4a1ε2
1+a1

8ε1
+ 1

8ε2
we obtain:

(5.11) 1
2

∫ 1

0

∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥2
dx+ 1

2γ
∫ 1

0
‖=xu(x, τ)‖2 dx+ 1

2α
∫ 1

0
‖u(x, τ)‖2 dx ≤ 0.

Since the right-hand side of (5.11) is independent from τ . We take the supremum,
with respect to τ from 0 to T , in the left-hand side we obtain:

sup
06τ6T

{
1
2

∫ 1

0

∥∥∥∥=x∂u∂t (x, τ)
∥∥∥∥2
dx+ 1

2γ
∫ 1

0
‖=xu(x, τ)‖2 dx+ 1

2α
∫ 1

0
‖u(x, τ)‖2 dx

}
≤ 0.

We get u = 0. Now, we put u = 0 in (5.3), which gives ω ≡ 0 in L2(Q). �

6. Laplace Transform Method and Stehfest Algorithm

6.1. Laplace transform method. Laplace transform is an efficient method for
solving many differential equations and partial differential equations. The main
difficulty with Laplace transform method, is inverting the domain of Laplace solution
into the real domain (see [4, 20–22]). In this section we shall apply the Laplace
transform technique to find solutions of partial differential equations.

Supposing that v (x, t) is defined and is of exponential order for t ≥ 0, i.e., it exists
A, γ > 0 and t0 > 0 such that |v (x, t)| ≤ A exp (γt) for t ≥ t0. Then the Laplace
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transform V (x, s), exists and is given by

V (x, s) = L {v (x, t) : t→ s} =
∫ ∞

0
v (x, t) exp (−st) dt,

where s is a positive real parameter. Taking the Laplace transform on both sides of
(2.1), we get

(6.1) −(α+sβ)∂
2V

∂x2 (x, s)+(s2 +γ−A(s))V (x, s) = G(x, s)+ψ(x)+sϕ(x)−βϕ′′(x),

where G (x, s) = L {g (x, t) ; t→ s} and A (s) = L {a (t) ; t→ s} .
Similarly, we have ∫ 1

0
V (x, s) dx =N(s),(6.2) ∫ 1

0
xV (x, s) dx =M(s),(6.3)

where

N (s) =L {n(t) : t→ s} ,
M (s) =L {m(t) : t→ s} .

Thus, the considered equation is reduced into a boundary-value problem governed by
a second-order inhomogeneous ordinary differential equation.

Now, we distinguish the following cases.
Case 1. If A(s) = s2 + γ, we obtain a general solution of (6.1) as follows

V (x, s) = −1
(α + sβ)

∫ x

0
(x− τ) [G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)] dτ(6.4)

+ C1(s)x+ C2(s),

where C1 and C2 are arbitrary functions of s. By substituting (6.4) into (6.2) and
(6.3), we get

C1 = 1
(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

(
2τ 3 − 3τ 2 + 1

)
dτ(6.5)

+ 12M(s)− 6N(s),

C2 = −2
(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

(
−τ 3 + 2τ 2 − τ

)
dτ(6.6)

− 6M(s) + 4N(s).

In general it is impossible to evaluate the integrals in (6.4)–(6.6) exactly. So one
may have to resort to numerical integration in order to compute them, for example,
the Gauss’s formula (25.4.30) given in Abramowitz and Stegun [1] may be employed
to calculate these integrals numerically, we have the following approximations for the
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integrals:

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

(
2τ 3 − 3τ 2 + 1

)
dτ

(6.7)

'1
2

N∑
i=1

wi

[
G
(1

2 [xi + 1] ; s
)

+ ψ
(1

2 [xi + 1]
)

+ sϕ
(1

2 [xi + 1]
)
− βϕ′′

(1
2 [xi + 1]

)]

× 1
4 (xi − 1)2 (xi + 2) ,

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

(
−τ 3 + 2τ 2 − τ

)
dτ

(6.8)

'1
2

N∑
i=1

wi

[
G
(1

2 [xi + 1] ; s
)

+ ψ
(1

2 [xi + 1]
)

+ sϕ
(1

2 [xi + 1]
)
− βϕ′′

(1
2 [xi + 1]

)]

× 1
8
[
−x3

i + x2
i + xi − 5

]
,∫ x

0
(x− τ) [G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)] dτ

'x2

N∑
i=1

wi

[
G
(
x

2 [xi + 1] ; s
)

+ ψ
(
x

2 [xi + 1]
)

+ sϕ
(
x

2 [xi + 1]
)
− βϕ′′

(
x

2 [xi + 1]
)]
.

(6.9)

Case 2. If A(s) < s2 + γ, we obtain a general solution of (6.1) as follows

V (x, s) = −1
R(α + sβ)

∫ x

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)) sinhR(x− τ)dτ

+ C1(s)eRx + C2(s)e−Rx,(6.10)

where

R =
√
s2 + γ − A(s)

α + sβ

and C1, C2 are arbitrary functions of s. By substituting (6.10) into (6.2) and (6.3),
we get

(eR − 1)C1 + (1− e−R)C2

= 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))(coshR(1− τ)− 1)dτ +RN(s)

×
[
(R− 1)eR + 1

]
C1 +

[
−(R + 1)eR + 1

]
C2

= 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

× [R(coshR(1− τ)− τ)− sinhR(1− τ)] dτ +R2M(s),
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where (
C1 (s)
C2 (s)

)
=
(
a11 (s) a12 (s)
a21 (s) a22 (s)

)−1

×
(
b1 (s)
b2 (s)

)
,

and

a11 (s) =(eR − 1),
a12 (s) =(1− e−R),
a21 (s) =(R− 1)eR + 1,
a22 (s) =− (R + 1)eR + 1,

b1 (s) = 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))(coshR(1− τ)− 1)dτ

+RN(s),

b2 (s) = 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

× [R(coshR(1− τ)− τ)− sinhR(1− τ)] dτ +R2M(s).

We have the following approximations for the integrals:

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)) (coshR(1− τ)− 1)dτ

(6.11)

'1
2

N∑
i=1

wi

[
G
(1

2 [xi + 1] ; s
)

+ ψ
(1

2 [xi + 1]
)

+ sϕ
(1

2 [xi + 1]
)
− βϕ′′

(1
2 [xi + 1]

)]

×
(

coshR
(

1− 1
2 [xi + 1]

)
− 1

)
,

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)) [R(coshR(1− τ)− τ)− sinhR(1− τ)] dτ

(6.12)

'1
2

N∑
i=1

wi

[
G
(1

2 [xi + 1] ; s
)

+ ψ
(1

2 [xi + 1]
)

+ sϕ
(1

2 [xi + 1]
)
− βϕ′′

(1
2 [xi + 1]

)]

×
[
R(coshR(1− 1

2 [xi + 1])− 1
2 [xi + 1])− sinhR(1− 1

2 [xi + 1])
]
,

∫ x

0
[G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)] sinhR(x− τ)dτ

(6.13)

'x2

N∑
i=1

wi

[
G
(
x

2 [xi + 1] ; s
)

+ ψ
(
x

2 [xi + 1]
)

+ sϕ
(
x

2 [xi + 1]
)
− βϕ′′

(
x

2 [xi + 1]
)]

+ sinhR
(
x− x

2 [xi + 1]
)
.
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Case 3. If A(s) > s2 + γ, we obtain a general solution of (6.1) as follows

V (x, s) = −1
R(α + sβ)

∫ x

0
[G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)] sinR(x− τ)dτ

+ C1(s) cosRx+ C2(s) sinRx,(6.14)
where

R =
√
s2 + γ − A(s)

α + sβ

and C1, C2 are arbitrary functions of s. By substituting (6.14) into (6.2) and (6.3),
we get

sinRC1 + (1− cosR)C2

= 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))(− cosR(1− τ) + 1)dτ +RN(s)

× (R sinR + cosR− 1)C1 + (−R cosR + sinR)C2

= 1
R(α + sβ)

×
∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))(R cosR(1− τ) +Rτ + sinR(1− τ))dτ

+R2M(s),
where (

C1 (s)
C2 (s)

)
=
(
a11 (s) a12 (s)
a21 (s) a22 (s)

)−1

×
(
b1 (s)
b2 (s)

)
,

and
a11 (s) = sinR,
a12 (s) =(1− cosR),
a21 (s) =R sinR + cosR− 1),
a22 (s) = (−R cosR + sinR) ,

b1 (s) = 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))(− cosR(1− τ) + 1)dτ

+RN(s),

b2 (s) = 1
R(α + sβ)

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))

× (R cosR(1− τ) +Rτ + sinR(1− τ))dτ +R2M(s).
We have the following approximations for the integrals:

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)) (− cosR(1− τ) + 1)dτ

(6.15)
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'1
2

N∑
i=1

wi

[
G
(1

2 [xi + 1] ; s
)

+ ψ
(1

2 [xi + 1]
)

+ sϕ
(1

2 [xi + 1]
)
− βϕ′′

(1
2 [xi + 1]

)]

×
(
− cosR

(
1− 1

2 [xi + 1]
)

+ 1
)
,

∫ 1

0
(G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ))(R cosR(1− τ) +Rτ + sinR(1− τ))dτ

(6.16)

'1
2

N∑
i=1

wi

[
G
(1

2 [xi + 1] ; s
)

+ ψ
(1

2 [xi + 1]
)

+ sϕ
(1

2 [xi + 1]
)
− βϕ′′

(1
2 [xi + 1]

)]

×
[
R cosR

(
1− 1

2 [xi + 1]
)

+ R

2 [xi + 1] + sinR
(

1− 1
2 [xi + 1]

)]
,

∫ x

0
[G(τ, s) + ψ(τ) + sϕ(τ)− βϕ′′(τ)] sinR(x− τ)dτ

(6.17)

'x2

N∑
i=1

wi

[
G
(
x

2 [xi + 1] ; s
)

+ ψ
(
x

2 [xi + 1]
)

+ sϕ
(
x

2 [xi + 1]
)
− βϕ′′

(
x

2 [xi + 1]
)]

× sinR
(
x− x

2 [xi + 1]
)
,

where xi and wi the abscissa and weights, are defined as

xi : ith zero of Pn (x) , wi = 2
(1− x2

i )
(
P

′

n (x)
)2
.

Their tabulated values can be found in [1] for different values of N .

7. The Stehfest Algorithm (Numerical Inversion of Laplace
Transform)

Sometimes, an analytical inversion of a domain of Laplace solution is difficult to
obtain; therefore a numerical inversion method must be used. A nice comparison of
four frequently used numerical Laplace inversion algorithms is given by H. Hassanzadeh
et al [19]. In this work we use the Stehfest’s algorithm [26] that is easy to implement.
This numerical technique was first introduced by Graver [11] and its algorithm then
offered by [26]. Stehfest’s algorithm approximates the time domain solution as follows

(7.1) v (x, t) ≈ ln 2
t

2m∑
n=1

βnV

(
x; n ln 2

t

)
,

where m is a positive integer,

(7.2) βn = (−1)n+m
min{n,m}∑
k=[n+1

2 ]

km (2k)!
(m− k)!k! (k − 1)! (n− k)! (2k − n)! ,

and [q] denotes the integer part of the real number q.
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7.1. Numerical examples. In this section, we report some results of numerical
computations using Laplace transformation method proposed in the previous section.
These techniques are applied to solve the problem defined by (2.1)–(2.5) for particular
functions g, Φ, Ψ, n, m and positive constants α, β and γ. The method of solution
is easily implemented on the computer, used Matlab 7.9.3 program. The numerical
results are obtained by N = 8 in (6.7)–(6.9), (6.11)–(6.13), (6.15)–(6.17) and m = 5
in (7.1)–(7.2). Then, we compared the exact solution with numerical solution. An
excellent agreement was found between the two of them.

Example 7.1. We take
g (x, t) =− e−x sinh (t) , a(t) = 0, 0 < x < 1, 0 < t ≤ T and α = 1, β = 1, γ = 0,

Φ (x) = exp (−x) , 0 < x < 1,
Ψ (x) =0, 0 < x < 1,

n(t) =
(
1− e−1

)
cosh (t) , 0 < t ≤ T,

m(t) =
(
1− 2e−1

)
cosh (t) , 0 < t ≤ T.

In this case, the exact solution given by
v (x, t) = e−x cosh (t) , 0 < x < 1, 0 < t ≤ T .

For t = 0.10, x ∈ [0.10, 0.90], we calculate v numerically using the proposed method
of solution and compare it with the exact solution in Table 1.

Table 1.

x 0.10 0.30 0.50 0.70 0.90
v exact 0.9093654 0.7445254 0.6095658 0.490703 0.4086042
v numerical 0.9093851 0.7443921 0.6097452 0.500183 0.4080919
Relative error 0.000217 −0.0001790 0.0002943 0.0022295 −0.0012538

Example 7.2. We take
g (x, t) =(3e−t − 1) cos (2πx) , a(t) = 1, 0 < x < 1, 0 < t ≤ T and α = β = γ = 1,

Φ (x) = cos (2πx) , 0 < x < 1,
Ψ (x) =− cos (2πx) , 0 < x < 1,
n(t) =0, 0 < t ≤ T,

m(t) =0, 0 < t ≤ T.

In this case, the exact solution given by
v (x, t) = e−t cos (2πx) , 0 < x < 1, 0 < t ≤ T .

For t = 0.1, x ∈ [0.1, 0.9], we calculate v numerically using the proposed method of
solution and compare it with the exact solution in Table 2.
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Table 2.

x 0.10 0.30 0.50 0.70 0.90
v exact 0.7320288 −0.2796101 −0.9048374 −0.2796101 0.7320288
v numerical 0.7324162 −0.2795921 −0.9047562 −0.2795421 0.7321329
Relative error 0.0005292 −0.0000644 −0.0000897 −0.0002432 0.0001422

Example 7.3. We take

g (x, t) =− ex sinh t, a(t) = 0, 0 < x < 1, 0 < t ≤ T and α = 1, β = 1, γ = 0,
Φ (x) = exp (x) , 0 < x < 1,
Ψ (x) =0, 0 < x < 1,
n(t) = (e− 1) cosh (t) , 0 < t ≤ T ,

m(t) = cosh (t) , 0 < t ≤ T.

In this case, the exact solution given by

v (x, t) = ex cosh (t) , 0 < x < 1, 0 < t ≤ T .

For t = 0.1, x ∈ [0.1, 0.9], we calculate v numerically using the proposed method of
solution and compare it with the exact solution in Table 3.

Table 3.

x 0.10 0.30 0.50 0.70 0.90
v exact 1.1107014 1.3566137 1.6569717 2.0238299 2.4719114
v numerical 1.1106841 1.3565926 1.6569459 2.0237984 2.4718729
Relative error 0.0000155 0.0000155 0.0000155 0.0000155 0.0000155

Example 7.4. We take

g (x, t) =0, a(t) = 0, 0 < x < 1, 0 < t ≤ T and α = 1
2 , β = 1

2 , γ = 0,

Φ (x) = exp (x) , 0 < x < 1,
Ψ (x) = exp (x) , 0 < x < 1,
n(t) = (e− 1) exp (t) , 0 < t ≤ T,

m(t) = exp (t) , 0 < t ≤ T.

In this case, the exact solution given by

v (x, t) = ex+t, 0 < x < 1, 0 < t ≤ T .

For t = 0.1, x ∈ [0.1, 0.9], we calculate v numerically using the proposed method of
solution and compare it with the exact solution in Table 4.
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Table 4.

x 0.10 0.30 0.50 0.70 0.90
v exact 1.221403 1.491825 1.822119 2.225541 2.718281
v numerical 1.221407 1.491830 1.822125 2.22555 2.718291
Relative error 0.0000031 0.0000033 0.0000032 0.000004 0.0000036

8. Homotopy Perturbation Method with Laplace Transform
(LT- HPM)

8.1. Basic idea of homotopy perturbation method. The homotopy perturbation
method was proposed first by He in 1998 [12] and was developed and improved by
He [13–17]. To illustrate the basic ideas of this method, we consider the following
non-linear functional equation:
(8.1) A(u)− f(r) = 0, r ∈ Ω,
with the following boundary condition:

(8.2) B

(
u; ∂u
∂η

)
= 0, r ∈ Γ,

where A is a general functional operator, B a boundary operator, f(r) is a known
analytical function and Γ is the boundary of the domain. The operator A can be
decomposed into two operators L and N , where L is linear, and N is nonlinear
operator. Equation (8.1) can be, therefore, written as follows:
(8.3) L(u) +N(u)− f(r) = 0.

Using the homotopy technique, we construct an homotopy:
v(r; p) : Ω× [0; 1]→ R,

which satisfies:
(8.4) H(v; p) = (1− p)[L(v)− L(u0)] + p[A(v)− f(r)] = 0, p ∈ [0, 1], r ∈ Ω,
or
(8.5) H(v; p) = L(v)− L(u0) + p [L(u0) +N(v)− f(r)] = 0,
where p ∈ [0; 1] is an embedding parameter, u0 is an initial approximation for the
solution of equation (8.1), which satisfies the boundary conditions. Obviously, from
equations. (8.4) and (8.5) we will have:
(8.6) H(v; 0) = L(v)− L(u0) = 0,

(8.7) H(v; 1) = A(v)− f(r) = 0.
The changing values of p from zero to unity are just that of v(r; p) from u0(r) to

u(r).In topology, this is called deformation, and L(v)− L(u0), A(v)− f(r) are called
homotopic. In 1998 J. H. He, used the imbedding parameter p as a “small parameter”,
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and assume that the solution of equations (8.4) and (8.5) can be written as a power
series in p:

(8.8) v = v0 + pv1 + p2v2 + · · ·

We take p→ 1, results in the approximation to the solution of equation (8.1),

(8.9) u = lim
p→1

v = v0 + v1 + v2 + · · · .

The combination of the perturbation method and the homotopy method is called
the homotopy perturbation method (HPM), which has eliminated limitations of the
traditional perturbation techniques. The series (8.9) is convergent for more cases.
Some criteria are suggested for convergence of the Series (8.9), in [12].

8.2. Laplace transform HPM. Taking the Laplace transform of (2.1) we obtain a
new partial differential equation (6.1).

According to HPM, for solving equation (6.1) we construct an homotopy by Madani
et al [18], as the following form:
(8.10)

(s2 + γ −A(s))V (x, s) = p

[
−(α + sβ)∂

2V

∂x2 (x, s)
]

+G(x, s) +ψ(x) + sϕ(x)− βϕ′′(x).

Now, let us present the solution of equation (8.10) as the following form:

(8.11) V (x, s) =
∞∑
j=0

pjVj(x, s),

where vj(x; s), j = 0, 1, 2, . . . are functions which should be determined. By substi-
tuting (8.11) into (8.10), we get

(s2 + γ − A(s))
∞∑
j=0

pjVj(x, s) =p
−(α + sβ) ∂

2

∂x2 (
∞∑
j=0

pjVj(x, s))
(8.12)

+G(x, s) + ψ(x) + sϕ(x)− βϕ′′(x).

Equating the coefficients of p with the same powers in (8.12) leads to

p0 : (s2 + γ − A(s))V0(x, s) = G(x, s) + ψ(x) + sϕ(x)− βϕ′′(x),

p1 : (s2 + γ − A(s))V1(x, s) = (α + sβ) ∂
2

∂x2V0(x, s),

p2 : (s2 + γ − A(s))V2(x, s) = (α + sβ) ∂
2

∂x2V1(x, s),
...

pn+1 : (s2 + γ − A(s))Vn+1(x, s) = (α + sβ) ∂
2

∂x2Vn(x, s).
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From where 
Vn+1(x, s) = α + sβ

s2 + γ − A(s)
∂2

∂x2Vn(x, s),

V0(x, s) = G(x, s) + ψ(x) + sϕ(x)− βϕ′′(x)
s2 + γ − A(s) ,

we obtain:

Vn(x, s) =
(

α + sβ

s2 + γ − A(s)

)n
G(2n)
x (x, s) + ψ(2n)

x (x) + sϕ(2n)
x (x)− βϕ(2n+2)

x (x)
s2 + γ − A(s) ,

when p→ 1, (8.11) becomes the approximate solution of equation (6.1), i.e.,

(8.13) V (x; s) ∼= Hn(x; s) =
n∑
j=0

Vj(x, s).

The physical solution v(x; t) can be recovered approximately from Hn(x; s) accord-
ing to the Stehfest’s algorithm [26].

Taking the inverse L −1 from both sides of (8.13) we get the approximate solution
of (2.1)–(2.5):

v(x; t) ∼= L −1(Hn(x; s)) = L −1

 n∑
j=0

Vj(x, s)
 .

Example 8.1. We take
g (x, t) =− ex sinh t, a(t) = 0, 0 < x < 1, 0 < t ≤ T and α = 1, β = 1, γ = 0,

Φ (x) = exp (x) , 0 < x < 1,
Ψ (x) =0, 0 < x < 1,
n(t) = (e− 1) cosh (t) , 0 < t ≤ T,

m(t) = cosh (t) , 0 < t ≤ T.

We obtain

Vn(x, s) =
(
s+ 1
s2

)n s2 − s− 1
s2 (s2 − 1)e

x,

V (x; s) ∼=Hn(x; s) =
n∑
j=0

Vj(x, s) = ex
[
1−

(
s+ 1
s2

)n+1] s

(s2 − 1) ,

v(x; t) ∼=exL −1
{[

1−
(
s+ 1
s2

)n+1] s

(s2 − 1)

}
,

when n = 1, . . . , 4 (see Table 5).
The closed form of the series 1 + t+ 1

2!t
2 + 1

3!t
3 + 1

4!t
4 + · · · is et which gives an exact

solution of the problem v(x; t) = ex cosh t.

Example 8.2. We take

g (x, t) =0, a(t) = 0, 0 < x < 1, 0 < t ≤ T and α = 1
2 , β = 1

2 , γ = 0,
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Table 5.

n v(x; t)

1
(

cosh t+ 2
(
−et + 1 + t+ 1

4 t
2
))
ex

2
(

cosh t+ 4
(
−et + 1 + t+ 1

2! t
2 + 1

8 t
3 + 1

96 t
4
))
ex

3
(

cosh t+ 8
(
−et + 1 + t+ 1

2! t
2 + 1

3! t
3 + 7

192 t
4 + 1

240 t
5 + 1

5760 t
6
))
ex

4
(

cosh t+ 16
(
−et + 1 + t+ 1

2! t
2 + 1

3! t
3 + 1

4! t
4 + 1

128 t
5 + 11

11520 t
6 + 1

16128 t
7 + 1

645120 t
8
))
ex

Φ (x) = exp (x) , 0 < x < 1,
Ψ (x) = exp (x) , 0 < x < 1,
n(t) = (e− 1) et, 0 < t ≤ T,

m(t) =et, 0 < t ≤ T.

We obtain

Vn(x, s) =
(
s+ 1
2s2

)n 2s+ 1
2s2 ex,

V (x; s) ∼=Hn(x; s) =
n∑
j=0

Vj(x, s) = ex
(

1−
(
s+ 1
2s2

)n+1) 2s+ 1
(2s2 − s− 1) ,

v(x; t) ∼=exL −1
{(

1−
(
s+ 1
2s2

)n+1) 2s+ 1
(2s2 − s− 1)

}
,

when n = 1, . . . , 4 (see Table 6).

Table 6.

n v(x; t)
1

(
1
24t

3 + 3
8t

2 + t+ 1
)
ex

2
(

1
960t

5 + 1
48t

4 + 7
48t

3 + 1
2!t

2 + t+ 1
)
ex

3
(

1
80 640t

7 + 1
2304t

6 + 11
1920t

5 + 5
128t

4 + 1
3!t

3 + 1
2!t

2 + t+ 1
)
ex

4
(

1
11 612 160t

9 + 1
215 040t

8 + 1
10 080t

7 + 13
11 520t

6 + 31
3840t

5 + 1
4!t

4 + 1
3!t

3 + 1
2!t

2 + t+ 1
)
ex.

The closed form of the series 1 + t+ 1
2!t

2 + 1
3!t

3 + 1
4!t

4 + · · · is et which gives an exact
solution of the problem v(x; t) = ex+t.

Example 8.3. We take

g (x, t) =
(
t2 + 2t+ 2

)
x2 − 4et, a(t) = t2, 0 < x < 1, 0 < t ≤ T

and α = β = γ = 1,
Φ (x) =x2, 0 < x < 1,
Ψ (x) =x2, 0 < x < 1,
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n(t) =1
3e

t, 0 < t ≤ T,

m(t) =1
4e

t, 0 < t ≤ T.

We obtain

V0(x, s) =− 1
(s− 1) (s5 + s3 − 2)

(
−s5x2 + 2s4 − s3x2 + 2s3 + 2x2

)
,

V1(x, s) =2s3 s+ 1
(s5 + s3 − 2)2

(
s4 + s3 + 2s2 + 2s+ 2

)
,

Vn(x, s) =0, n ≥ 2,

V (x; s) =
i=1∑
i=0

Vi(x, s) = x2

s− 1 ,

v(x; t) =L −1
{

x2

s− 1

}
= x2et,

which gives an exact solution of the problem v(x; t) = x2et.

Example 8.4. We take

g (x, t) =− 1
6x

2
(
t3x2 + 3t2x2 + 72t+ 144

)
, a(t) = t, 0 < x < 1, 0 < t ≤ T

and α = β = 1, γ = 0,
Φ (x) =x4, 0 < x < 1,
Ψ (x) =x4, 0 < x < 1,

n(t) =1
5t+ 1

5 , 0 < t ≤ T,

m(t) =1
6t+ 1

6 , 0 < t ≤ T,

V0(x, s) =−s
4x4 + 12s3x2 + 12s2x2 + x4

−s5 + s4 − s3 + s2 ,

V1(x, s) =− 12
(s4 − 1)2 (s+ 1)3

(
−s3x2 + s2x2 + 2s2 − sx2 + x2

)
,

V2(x, s) = s2

(s4 − 1)3 (s+ 1)2
(
24s5 + 24s4 − 24s− 24

)
,

Vn(x, s) =0, for all n ≥ 3,

V (x, s) =
i=2∑
i=0

Vi = 1
s2x

4 (s+ 1) ,

v(x; t) =L −1
{ 1
s2x

4 (s+ 1)
}

= x4 (t+ 1) ,

which gives an exact solution of the problem v(x; t) = x4 (t+ 1).
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