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Abstract. Let $1 < k$ and $m, k \in \mathbb{Z}^+$. In this manuscript, we analyse the action of (semi)-prime rings satisfying certain differential identities on some suitable subset of rings. To be more specific, we discuss the behaviour of the semiprime ring $R$ satisfying the differential identities $\left[d([s, t]_m), [s, t]_m\right]^k = \left[d([s, t]_m), [s, t]_m\right]$ for every $s, t \in R$.

1. Motivation

The work of this manuscript is motivated by the various results established by many well known algebraists (see [1, 2, 4, 6, 7, 9–11, 14, 15, 17, 19], and references therein). The famous and classical result in this direction is due to Jacobson [12]. The theorem to which we want to mention is the following: “any ring in which $s^k = s$, $1 < k \in \mathbb{Z}^+$ is necessarily commutative”. The above mentioned result generalizes Wedderburn theorem, i.e., “every finite division ring is commutative”, and also the result that “any Boolean ring is a commutative ring”.

In [10], Herstein discussed the commutativity of a ring and he established that “a ring must be commutative if it satisfies $[s, t]^n = [s, t]$, for every $s, t \in R$, where $1 < n \in \mathbb{Z}^+$”. In 2011, Huang [11] proved that “if a prime ring $R$ admits a derivation $d$ such that $d([s, t])^k = [s, t]_n$ for all $s, t \in I$, a nonzero ideal of $R$ (where $1 < k, n \in \mathbb{Z}^+$) $R$ is commutative”. In 2017, De Filippis et al. [8] proved the following “let $R$ be a prime ring of characteristic different from 2, $d$ be a nonzero derivation of $R$, $f(x_1, \ldots, x_n)$ be a multilinear polynomial over $\mathbb{C}$ and $1 < k \in \mathbb{Z}^+$ such that $\left(d([f(r_1, \ldots, r_n), f(r_1, \ldots, r_n)])\right)^k = d([f(r_1, \ldots, r_n), f(r_1, \ldots, r_n)])$ for all $r_1, \ldots, r_n$ in $R$.”
Then $f(x_1, \ldots, x_n)$ is central valued on $\mathcal{R}$. In particular, if multilinear polynomial replace by commutator, then we conclude with the commutativity of rings. On the other hand, Giambruno et al. [9] generalizes Herstein result for Engel polynomial and they established that “a ring must be commutative if it satisfies $([s, t]_m)^n = [s, t]_m$”. In view of Giambruno et al. result Raza and Rehman [18] proved that “a prime ring $\mathcal{R}$ is commutative if it satisfies $d([s, t]_m)^n = [s, t]_m$ for all $s, t \in I$, a nonzero ideal of $\mathcal{R}$”.

In the prospect of above motivation, our intention is to explore the action of prime and semiprime rings satisfying Engel polynomials, which are not multilinear associated with derivations. To be more specific, we discuss the behaviour of the semiprime ring $\mathcal{R}$ satisfying the differential identities $([d([s, t]_m), [s, t]_m])^k = [d([s, t]_m), [s, t]_m]$ for every $s, t \in \mathcal{R}$.

2. The Results

We use the following notations and definitions, unless otherwise mention, $\mathcal{R}$ be a ring, $Z(\mathcal{R})$ be the center of $\mathcal{R}$, $\mathcal{Q}$ be a Martindale quotient ring of $\mathcal{R}$, $\mathcal{U}$ be a Utumi quotient ring of $\mathcal{R}$, and $\mathcal{C}$ be the extended centroid of $\mathcal{R}$ (see [3] for further details). A ring $\mathcal{R}$ is said to be prime if for any $s, t \in \mathcal{R}$, $s\mathcal{R}t = (0)$ implies $s = 0$ or $t = 0$, and $\mathcal{R}$ is semiprime if for any $s \in \mathcal{R}$, $s\mathcal{R}s = (0)$ implies $s = 0$. An additive mapping $d : \mathcal{R} \rightarrow \mathcal{R}$ is said to be a derivation if it satisfies $d(st) = d(s)t + sd(t)$ for every $s, t \in \mathcal{R}$. If for any fixed $p \in \mathcal{R}$, $d(s) = [p, s]$, for every $s \in \mathcal{R}$, then $d$ is said to be inner derivation. Moreover, $d$ is said to be $\mathcal{Q}$-inner if the extension of $d$ to $\mathcal{Q}$ is inner otherwise $\mathcal{Q}$-outer.

We will proceed by first proving the following auxiliary result.

**Lemma 2.1.** Let $1 < k \in \mathbb{Z}^+$ and $1 \leq m \in \mathbb{Z}^+$. Next, $\mathcal{R} = M_m(\mathcal{C})$ be the ring of $m \times m$ matrices over the field $\mathcal{C}$ such that $[[p, [s, t]_m], [s, t]_m]^k = [p, [s, t]_m, [s, t]_m]$. Then $p \in Z(\mathcal{R})$.

**Proof.** Let $p = \sum_{ij} p_{ij}e_{ij}$, where $e_{ij}$ denotes the usual unit matrix with 1 in $(i, j)$-entry and zero elsewhere and $p_{ij} \in \mathcal{C}$. We show that $p$ is a diagonal matrix. Next, let $s = e_{ij}$ and $t = e_{jj}$ and in view of our hypothesis, we deduce that $([p, e_{ij}]_2)^k = [p, e_{ij}]_2$, i.e., $-2e_{ij}qe_{ij} = 0$ and hence $p_{ji} = 0$ for any $i \neq j$. Therefore, $p$ is a diagonal matrix.

Further, we see that $([[\varphi(p), [s, t]_m]_2]^k = [[\varphi(p), [s, t]_m]_2$ is a generalized polynomial identity of $\mathcal{R}$ for $\varphi \in \text{Aut}_\mathcal{C}(\mathcal{R})$. This shows that $\varphi(p)$ is diagonal matrix. Precisely, we consider the automorphism $\varphi(p) = (1 + e_{ij})p(1 - e_{ij})$ for any $i \neq j$ and say $\varphi(p) = \sum_{ij} p'_{ij}e_{ij}$, where $p'_{ij} \in \mathcal{C}$. Since $p'_{ij} = 0$, then by easy computation we obtain $0 = p'_{ij} = p_{jj} - p_{ii}$. So, that $p_{jj} = p_{ii}$ holds for any $i \neq j$. This implies that $p \in Z(\mathcal{R})$. This completes the proof. □
Lemma 2.2. Let \( 1 < k \in \mathbb{Z}^+ \) and \( 1 \leq m \in \mathbb{Z}^+ \). Next, let \( R \) be a non-commutative prime ring of characteristic different from 2. If \( p \in Q \) and \([p, [s, t]_m], [s, t]_m] = [p, [s, t]_m], [s, t]_m] \) be a generalized polynomial identity for \( R \), then \( p \in C \).

Proof. We prove this lemma by contradiction, i.e., we assume that \( p \notin C \). Clearly, \( Q \) satisfies \([p, [s, t]_m], [s, t]_m] = [p, [s, t]_m], [s, t]_m] \) (see \([5]\)). Specifically, as \( p \notin C \) then the above identity is a non-trivial generalized polynomial identity for \( Q \). Thus, \( Q \) is a primitive ring which is isomorphic to a dense ring of linear transformations of a vector space \( V \) over \( C \) (by Martindale’s theorem in \([16]\)).

Now firstly we discuss the case when \( \dim_C(V) = m \), where \( m > 1 \), a finite positive integer. In this case, the contradiction follows by Lemma 2.1.

We now assume that \( \dim_C(V) = \infty \). Then, we have

\[
(2.1) \quad ([p, [s, t]_m]_2)^k = [p, [s, t]_m]_2, \quad \text{for all } s, t \in Q.
\]

Moreover, again by Martindale’s theorem \([16]\), it follows that \( \soc(Q) = H \neq (0) \) and \( eHe \) is a finite dimensional simple central algebra over \( C \), for any minimal idempotent element \( e \in H \). Moreover, we may assume that \( H \) is non-commutative, otherwise \( Q \) must be commutative. Of course, \( H \) satisfies \(([p, [s, t]_m]_2)^k = [p, [s, t]_m]_2 \) (see for example proof of \([14, \text{Theorem 1}]\)). As \( H \) is a simple ring, either \( H \) does not contain any non-trivial idempotent element or \( H \) is generated by its idempotents. In this last case, suppose that \( H \) contains two minimal orthogonal idempotent elements \( e \) and \( f \). By the hypothesis, for \([s, t]_m = [es, f]_m = esf \), we have

\[
(2.2) \quad ef(p)ef = 0,
\]

in case we get \( fpefepesfpe = 0 \), by the primeness of \( R \), we get \( fpe = 0 \), where \( e \) and \( f \) are orthogonal idempotent elements of rank 1. Specifically, as \( e \) of rank 1, we have \( ep(1-e) = 0 \) and \((1-e)pe = 0 \), i.e., \( ep = epe = pe \). Therefore, \([p, e] = 0 \) and \([p, H] = 0 \), where \( H \) is generated by these idempotent elements. This argument gives the conclusion that \( p \in C \) or \( R \) is commutative. In this last case, we conclude with contradiction.

Thus we take the case when \( H \) cannot contain two minimal orthogonal idempotent elements and so, \( H = D \) for a suitable division ring \( D \) finite dimensional over its center. This implies that \( Q = H \) and \( p \in H \). By \([20, \text{Theorem 2.3.29}] \) \(([14, \text{Lemma 2}], H \subseteq M_n(K), M_n(K) \) satisfies \(([p, [s, t]_m]_2)^k = [p, [s, t]_m]_2 \), where \( K \) is a field. If \( n = 1 \), then \( H \subseteq F \), a contradiction. Moreover, if \( n \geq 2 \), then \( p \in Z(M_n(F)) \), as we have just seen.

Finally, consider if \( H \) does not contain any non-trivial idempotent element, then \( H \) is finite dimensional division algebra over \( C \) and \( p \in H = RC = Q \). If \( C \) is finite, then \( H \) is finite division ring, that is, \( H \) is a commutative field and so \( R \) is commutative too. If \( C \) is infinite, then \( H \otimes C K \cong M_n(K) \), where \( K \) is a splitting field of \( H \). In this case, we get the conclusion by Lemma 2.1.
Theorem 2.1. Let $1 < k \in \mathbb{Z}^+$ and $1 \leq m \in \mathbb{Z}^+$. Next, let $\mathcal{R}$ be a prime ring of characteristic different from 2 and $I$ be a nonzero ideal of $\mathcal{R}$. If $I$ satisfies 
$$[d([s, t]_m), [s, t]_m]^k = [d([s, t]_m), [s, t]_m]$$
for all $s, t \in I$, then $\mathcal{R}$ is commutative.

Proof. We suppose on contrary that $\mathcal{R}$ is non-commutative. Then, by Lemma 2.1 and Lemma 2.2, we discuss the case when $d$ is not $\mathcal{Q}$-inner. Note that

$$d([s, t]_m) = \sum_{m=1}^{k} (-1)^m \binom{k}{m} \sum_{i+j=m-1}^{k} t^i d(t) t^j x y^{k-m}$$

$$+ \sum_{m=0}^{k-1} (-1)^m \binom{k}{m} t^m d(s) t^{k-m}$$

$$+ \sum_{m=0}^{k-1} (-1)^m \binom{k}{m} t^m s \left( \sum_{r+s=k-m-1}^{k} t^r d(t) t^s \right).$$

Using the hypothesis and well known results, we can say that $\mathcal{R}$ satisfies

$$[d([s, t]_m), [s, t]_m]^k = [d([s, t]_m), [s, t]_m].$$

Therefore, we obtain

$$\left[ \sum_{m=1}^{k} (-1)^m \binom{k}{m} \sum_{i+j=m-1}^{k} t^i d(t) t^j s t^{k-m} + \sum_{m=0}^{k-1} (-1)^m \binom{k}{m} t^m d(s) t^{k-m} \right]^{k}$$

$$= \left[ \sum_{m=1}^{k} (-1)^m \binom{k}{m} \sum_{i+j=m-1}^{k} t^i d(t) t^j s t^{k-m} + \sum_{m=0}^{k-1} (-1)^m \binom{k}{m} t^m d(s) t^{k-m} \right]$$

In view of Kharchenko’s theorem [13], we get

$$\left[ \sum_{m=1}^{k} (-1)^m \binom{k}{m} \sum_{i+j=m}^{k} t^i w t^j s t^{k-m} + \sum_{m=0}^{k-1} (-1)^m \binom{k}{m} t^m z t^{k-m} \right]^{k}$$

$$= \left[ \sum_{m=1}^{k} (-1)^m \binom{k}{m} \sum_{i+j=m}^{k} t^i w t^j s t^{k-m} + \sum_{m=0}^{k-1} (-1)^m \binom{k}{m} t^m z t^{k-m} \right].$$
Then there exist a natural number \( \Phi(\cdot) \) denote its extension to \( \mathcal{B} \) and for all \( s \in \mathcal{B} \) Replacing \( z \), \( w \) by \( d'(s), d'(t) \) in the last identity and using (2.3), we obtain that

\[
[d'(\langle s, t \rangle_m), [s, t]_m]^k = [d'(\langle s, t \rangle_m), [s, t]_m],
\]

for all \( s, t \in \mathcal{B} \). Thus, we can write

\[
[[p', \langle s, t \rangle_m], [s, t]_m]^k = [[p', [s, t]_m], [s, t]_m],
\]

for all \( s, t \in \mathcal{R} \). Application of Lemma 2.2 yields the desire conclusion. \( \square \)

As the immediate consequences of the above theorem, we obtain the following results.

**Corollary 2.1.** Let \( 1 < k \in \mathbb{Z}^+ \) and \( 1 \leq m \in \mathbb{Z}^+ \). Next, let \( \mathcal{R} \) be a prime ring of characteristic different from 2 and \( d \) be a derivation of \( \mathcal{R} \) such that \( [d([s, t]_m), [s, t]_m]^k = [d([s, t]_m), [s, t]_m] \) for all \( s, t \in \mathcal{R} \). Then, \( \mathcal{R} \) is commutative.

**Corollary 2.2.** Let \( 1 < k \in \mathbb{Z}^+ \). Next, let \( \mathcal{R} \) be a prime ring of characteristic different from 2, \( d \) be a derivation and \( L \) be a noncentral Lie ideal of \( \mathcal{R} \). If \( \mathcal{R} \) satisfies \( [d(u), u]^k = [d(u), u] \) for all \( u \in L \), then \( \mathcal{R} \) is commutative.

Now, we discuss the our last result for semiprime case. We set out with few preliminary notions which are required for the establishment of the proof of our main theorem. More or less of these notions are classical and we introduce them briefly, let \( \mathcal{R} \) be a semiprime ring and \( \mathcal{C} \) be the extended centroid \( \mathcal{R} \). Also, the orthogonal completion of \( \mathcal{R} \) is the intersection of all orthogonally complete subset of \( \mathcal{Q} \) containing \( \mathcal{R} \) and is denoted by \( \mathcal{A} = \mathcal{O}(\mathcal{R}) \). In [3, Theorem 3.2.7], Beidar et al. proved that “if \( M \in \text{spec}(\mathcal{B}) \), then \( \mathcal{R}_M = \mathcal{R}/\mathcal{RM} \) is prime, where \( \mathcal{B} = \mathcal{B}(\mathcal{C}) \) is a Boolean ring of \( \mathcal{C} \) and \( \text{spec}(\mathcal{B}) \) is the set of all maximal ideal of \( \mathcal{B} \)”. We use the notations \( \Omega-\Delta \)-ring, Horn formulas and Hereditary formulas. For more definitions and related results see ([3], pages 37, 38, 43, 120). Also we use the results obtained by Beidar et al. [3, Proposition 2.5.1 and Theorem 3.2.18] which state that “any derivation \( d \) of a semiprime ring \( \mathcal{R} \) can be uniquely extended to a derivation of \( \mathcal{U} \) (we shall let \( d \) also denote its extension to \( \mathcal{U} \)” and “let \( \mathcal{R} \) be an orthogonally complete \( \Omega-\Delta \)-ring with extended centroid \( \mathcal{C} \), \( \Theta_i(s_1, s_2, \ldots, s_n) \) Horn formulas of signature of \( \Omega-\Delta \), \( i = 1, 2, \ldots \) and \( \Phi(t_1, t_2, \ldots, t_k) \) a hereditary first-order formula such that \( ^{-}\Phi \) is a Horn formula. Further, let \( \bar{a} = (a_1, a_2, \ldots, a_n) \in \mathcal{R}^{(n)}, \bar{c} = (c_1, c_2, \ldots, c_k) \in \mathcal{R}^{(k)} \). Suppose that \( \mathcal{R} \models \Phi(\bar{c}) \) and for every maximal ideal \( M \) of the Boolean ring \( \mathcal{B} = \mathcal{B}(\mathcal{C}) \), there exists a natural number \( i = i(M) > 0 \) such that

\[
\mathcal{R}_M \models \Phi(\phi_M(\bar{c})) \Rightarrow \Theta_i(\phi_M(\bar{a})).
\]

Then there exist a natural number \( N \) and pairwise orthogonal idempotents \( e_1, e_2, \ldots, e_N \in \mathcal{B} \) such that \( e_1 + e_2 + \cdots + e_N = 1 \) and \( e_i \mathcal{R} \models \Theta_i(e_i \bar{a}) \) for all \( e_i \neq 0 \), respectively.

Now, we are able to discuss our last result.
Theorem 2.2. Let \( \mathcal{R} \) be a 2-torsion free semiprime ring and \( d \) be a nonzero derivation of \( \mathcal{R} \) such that \((d([s, t]_{m}), [s, t]_{m})^k = d([s, t]_{m}), [s, t]_{m})\) for all \( s, t \in \mathcal{R} \). Further, let \( A = O(\mathcal{R}) \) is the orthogonal completion of \( \mathcal{R} \) and \( B = BC \), where \( C \) is the extended centroid of \( \mathcal{R} \). Then there exists a central idempotent \( e \in B \) such that \( d \) vanishes identically on \( eA \) and the ring \((1 - e)A\) is commutative.

Proof. In view of our hypothesis, \( \mathcal{R} \) satisfies
\[(d([s, t]_{m}), [s, t]_{m})^k = d([s, t]_{m}), [s, t]_{m})\].
Moreover, \( \mathcal{U} \) satisfies \((d([s, t]_{m}), [s, t]_{m})^k - d([s, t]_{m}), [s, t]_{m}) = 0\) for every \( s, t \in \mathcal{U} \) (see [15]). By Remark 3.1.16 of [3], we conclude that \( d(A) \subseteq A \) and \( d(e) = 0\) for every \( e \in B \). Therefore, \( A \) is an orthogonally complete \( \Omega-\Delta \)-ring, where \( \Omega = \{0, +, -, \ldots, d\} \).

Consider the formulas
\[
\Phi = \| (d([s, t]_{m}), [s, t]_{m})^k - d([s, t]_{m}), [s, t]_{m}) = 0 \|, \quad \text{for all } s, t,
\]
\[
\Theta_1 = \| st = ts \|, \quad \text{for all } s, t,
\]
\[
\Theta_2 = \| d(s) = 0 \|, \quad \text{for all } s.
\]

One can smartly verify that \( \Phi \) is a hereditary first-order formula and \( \neg \Phi \), \( \Theta_1 \), \( \Theta_2 \) are Horn formulas. Using Theorem 2.1, we can smartly verify that all the requirements of [3, Theorem 3.2. 18] are satisfied. Therefore, there exist two orthogonal idempotent \( e_1 \) and \( e_2 \) such that \( e_1 + e_2 = 1 \) and if \( e_i \neq 0 \), then \( e_i A \models \Theta_i \), \( i = 1, 2 \). This completes the proof of the theorem. \( \square \)
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