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ABSTRACT. In this work, Sumudu transform is used to establish the solution of a reg-
ular fractional continuous-time linear system based on Caputo fractional derivative-
integral. First results of the proposed method are presented and compared to the
existing ones.

1. Introduction

In recent years, fractional calculus and fractional systems appear and play a key
role in several applications and domains [7, 9, 12, 13]. The use of the mathematical
tools, theories and methods is required to solve such problems. Find the solution of a
regular fractional continuous-time linear system with regular pencil is one of the most
important problems in systems and control theory [3, 14].

In this paper, instead of Laplace transform [2, 7], the Sumudu transform [1, 16],
which is a kind of the Laplace transform but does not require any conditions on the
function to be transformable [15], is used to solve such a regular fractional continuous-
time linear system based on the Caputo fractional derivative-integral [7]. The Sumudu
transform is relatively new but it is as powerful as the Laplace transform and has some
good features as for instance, unlike the Laplace transform, the Sumudu transform of
the Heaviside step function is also Heaviside step function [6].

More than that, an interesting fact about this transformation is that the original
function and its Sumudu transform have the same Taylor coefficients except \( n! \). Hence,
the Sumudu transform, can be viewed as a power series transformation as shown in
[11,16].

Another very interesting property, which makes the Sumudu transform more advan-
tageous then the Laplace transform is the scale and unit preserving properties which
could provide convenience when solving differential equations. In other words, the
Sumudu transform can be used to solve various mathematical and physical sciences
problems without restoring to a new frequency domain [1,16].

Furthermore, the solution of a regular fractional continuous-time linear system, us-
ing the Sumudu transform, requires only some boundary conditions and compatibility
requirements.

The rest of the present paper is organized as follows. Basic definitions and properties
are recalled in Section 2. Then, in Section 3, the solution of the regular fractional
continuous-time linear systems is proposed using Sumudu transform followed by some
academic and real examples which are presented in Section 4. The obtained results are
compared to the state-of-the-art methods [2,7]. Finally, the last Section summarizes
and discusses the obtained results.

2. Preliminaries

In the present section, main definitions and properties are recalled.

**Definition 2.1 ([4]).** The function defined by:

\[
D^\alpha x(t) = \frac{1}{\Gamma(n - \alpha)} \int_0^t \frac{x^{(n)}(\tau)}{(t - \tau)^{\alpha-n+1}} d\tau, \quad x^{(n)}(\tau) = \frac{d^n x(\tau)}{d\tau^n},
\]

is called the Caputo fractional derivative-integral of the function \(x(t)\), where
\(n - 1 < \alpha \leq n, n \in \mathbb{N}^*\), and \(\Gamma\) refers to the standard Gamma function.

**Definition 2.2 ([1,16]).** Let us consider the set of functions:

\[
\mathcal{A} = \left\{ x(t) \mid \text{exists } M, \tau_1, \tau_2 > 0, |x(t)| < Me^{-\frac{|t|}{\tau_1}}, \text{ if } t \in (-1)^j \times [0, \infty) \right\}.
\]

The Sumudu transform \(X(v)\) of the function \(x(t)\) is defined over the set of functions
\(\mathcal{A}\) by:

\[
X(v) = S[x(t)](v) = v^{-1} \int_0^\infty x(t)e^{-\frac{t}{v}} dt, \quad v \in (-\tau_1, \tau_2).
\]

**Theorem 2.1 ([10]).** The Sumudu transform of the fractional derivative-integral (2.1)
for \(n - 1 < \alpha \leq n, n \in \mathbb{N}^*\) has the form:

\[
S[D^\alpha x(t)](v) = v^{-\alpha} \left( X(v) - \sum_{k=1}^n v^{k-1} \left[ x^{(k-1)}(t) \right]_{t=0} \right),
\]

where \(X(v)\) refers to the Sumudu transform of the function \(x(t)\).
Proposition 2.1 ([1]). Let \( x_1(t) \) and \( x_2(t) \) be in \( A \), having the Sumudu transforms \( X_1(v) \) and \( X_2(v) \), respectively. Then, the Sumudu transform of the convolution product of \( x_1 \) and \( x_2 \)
\[
(x_1 \ast x_2)(t) = \int_0^\infty x_1(t - \tau) x_2(\tau) \, d\tau,
\]
is given by:
\[
S[(x_1 \ast x_2)(t)](v) = v X_1(v) X_2(v).
\]

Proposition 2.2 ([1]). For any \( a \in \mathbb{R}^*_+ \), the Sumudu transform of \( t^a/\Gamma(a+1) \) is:
\[
S\left[ \frac{t^a}{\Gamma(a+1)} \right](v) = v^a.
\]

In the following, we denote by \( \mathbb{R}^{m \times n} \), the set of real matrices with \( m \) rows and \( n \) columns and by \( \mathbb{R}^m \), the set of real columns vectors.

Proposition 2.3 ([7]). Let \( F \in \mathbb{R}^{n \times n} \) be a real matrix. Then, for any \( v \in \mathbb{C} \) and \( n - 1 < \alpha \leq n, n \in \mathbb{N}^* \), the Laurent series is given by:
\[
(I_n - v^\alpha F)^{-1} = \sum_{k=0}^{\infty} F^k v^{k \alpha}.
\]

3. Main Results

Let us consider the following regular fractional continuous-time linear systems:
\[
\begin{align*}
D^\alpha x(t) &= Ax(t) + Bu(t), \\
y(t) &= Cx(t) + Du(t),
\end{align*}
\]
where \( D^\alpha \) is the Caputo fractional derivative-integral, \( x(t) \in \mathbb{R}^n, u(t) \in \mathbb{R}^m \) and \( y(t) \in \mathbb{R}^p \) are the state, the input and the output vectors of the model respectively, and \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m}, C \in \mathbb{R}^{p \times n}, D \in \mathbb{R}^{p \times m} \).

The boundary conditions of the system (3.1) are given by:
\[
x(0) = x_0.
\]

Furthermore, the solution \( x(t) \) is impulse free which is equivalent to the following compatibility conditions:
- \( v^{k+i\alpha} A^i x^{(k)}(0) \) exists for all \( i \in \mathbb{N}, 0 \leq k \leq n-1, n \in \mathbb{N}^* \) and \( v \in (-\tau_1, \tau_2) \);
- \( u(t) \) is provided.

It is assumed that the pencil of the pair \((I_n, A)\) is regular, i.e.,
\[
\det(I_n - v^\alpha A)^{-1} \neq 0,
\]
for almost \( v \in \mathbb{C} \).

By applying the Sumudu transform (formulas (2.2) and (2.3)) to the system (3.1), we obtain:
\[
S[D^\alpha x(t)](v) = S[Ax(t) + Bu(t)](v).
\]
Let us denote $X(v)$ and $U(v)$ as the Sumudu transforms of $x(t)$ and $u(t)$ respectively. Then, the use of the formula (3.3), yields:

$$X(v) = (I_n - v^\alpha A)^{-1} \left( v^n B U(t) + \sum_{k=1}^{n} v^{k-1} x^{(k-1)}(0) \right),$$

which is equivalent to:

$$X(v) = v^\alpha (I_n - v^\alpha A)^{-1} B U(t) + (I - v^\alpha A)^{-1} \sum_{k=0}^{n-1} v^k x^{(k)}(0).$$

By the Laurent series (2.4), we obtain:

$$X(v) = \sum_{i=0}^{\infty} A^i B v \left( v^{(i+1)\alpha - 1} \right) \left( U(v) \right) + \sum_{i=0}^{\infty} \sum_{k=0}^{n-1} A^i v^{i+1+k} x^{(k)}(0).$$

Finally, applying the convolution theorem (Proposition 2.1) and the inverse Sumudu transform (Proposition 2.2) give the following theorem.

**Theorem 3.1.** The solution of the implicit fractional dynamical system (3.1) is given by:

$$x(t) = \sum_{i=0}^{\infty} \frac{A^i B}{\Gamma((i+1)\alpha)} \int_0^t (t-\tau)^{(i+1)\alpha - 1} u(\tau) d\tau$$

$$+ \sum_{i=0}^{n-1} \sum_{k=0}^{\infty} A^i \frac{t^{i+1+k}}{\Gamma(i\alpha + k + 1)} x^{(k)}(0),$$

where $\alpha$ and $\Gamma$ represent the fractional derivative-integral order and the standard Gamma function, respectively.

If $\alpha = 1$, its remain to the following.

**Corollary 3.1.** For $\alpha = 1$, we get:

$$x(t) = \sum_{i=0}^{\infty} A^i B \frac{1}{\Gamma(i+1)} \int_0^t (t-\tau)^i u(\tau) d\tau$$

$$+ \sum_{i=0}^{\infty} A^i \frac{t^i}{\Gamma(i+1)} x_0.$$

4. **Experimental Results**

This section present academic and real examples. In both cases the obtained results are compared to the existing ones.

**Example 4.1.** Find the solution of the system (3.1) for $0 < \alpha \leq 1$ and:

$$A = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad x_0 = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \quad \text{and} \quad u(t) = \mathbb{I}(t).$$
Using (3.4), it follows that:

\[
x(t) = \begin{pmatrix}
1 + \frac{t^\alpha}{\Gamma(\alpha + 1)} + \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} \\
1 + \frac{t^\alpha}{\Gamma(\alpha + 1)}
\end{pmatrix},
\]

which is the same result obtained in [7].

**Example 4.2.** Let us consider the following system:

\[
D^\alpha Ex(t) = Ax(t) + Bu(t),
\]

with \(0 < \alpha \leq 1\) and the matrices:

\[
E = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{pmatrix}, \quad A = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad B = \begin{pmatrix}
0 \\
0 \\
0 \\
1
\end{pmatrix},
\]

\[
C = \begin{pmatrix}
1 & 1 & 0 & 1
\end{pmatrix}, \quad D = 0
\]

and the initial conditions:

\[
x_0 = \begin{pmatrix}
1 \\
1 \\
0 \\
1
\end{pmatrix}.
\]

It is clear that \(\det E \neq 0\). Therefore, the system (4.1) becomes:

\[
D^\alpha x(t) = \tilde{A}x(t) + \tilde{B}u(t),
\]

where

\[
\tilde{A} = E^{-1}A = \begin{pmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 1 & 0 & 0
\end{pmatrix} \quad \text{and} \quad \tilde{B} = E^{-1}B = \begin{pmatrix}
0 \\
0 \\
-1 \\
0
\end{pmatrix}.
\]

It follows then

\[
x(t) = \begin{pmatrix}
1 + \frac{t^\alpha}{\Gamma(\alpha + 1)} + \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} \\
-\frac{1}{\Gamma(\alpha)} \int_0^t (t - \tau)^{\alpha - 1} u(\tau) d\tau - \frac{t^\alpha}{\Gamma(\alpha + 1)} - \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)} - \frac{t^{3\alpha}}{\Gamma(3\alpha + 1)} \\
1 + \frac{t^\alpha}{\Gamma(\alpha + 1)} + \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)}
\end{pmatrix}.
\]

Finally, using the systems (3.2) and (4.2), and the state \(x(t)\) the output result is:

\[
y(t) = 3 + \frac{2t^\alpha}{\Gamma(\alpha + 1)} + \frac{t^{2\alpha}}{\Gamma(2\alpha + 1)},
\]
the same result is obtained using Laplace transform [2].

**Example 4.3.** Let us consider the following regular fractional continuous-time system:

\[ D^{1.5} x(t) = A x(t) + B u(t), \]

where

\[
A = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -w_h^{1.5}
\end{pmatrix}, \quad B = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{and} \quad w_h = 20.
\]

The fractional continuous-time linear system (4.3) is derived from the one degree of freedom model of a passive car suspension as shown in Figure 1.

\[
\begin{array}{c}
M \quad \downarrow f(t) \\
\text{Insulated system} \\
\text{Suspension} \quad \uparrow f_1(t) \\
\end{array}
\]

\[
\begin{array}{c}
M z_1(t) \quad \downarrow f_0(t) \\
\text{z_0(t)} \quad \uparrow f_0(t) \\
\end{array}
\]

**Figure 1.** One degree of freedom general model of a car suspension [5].

\( M \) represents the car quarter mass, \( z_0 \) is the profile of the road, \( f_0 \) is the efforts applied on the suspension, and \( z_1 \), \( f_1 \) are the force generated by the suspension and the vertical movement of the mass respectively.

In this example \( \alpha = 1.5 \). Then, using (3.4), the solution is:

\[
x(t) = \frac{2\sqrt{\pi}}{\pi} \left( \begin{pmatrix} x_{0,1} \\ x_{0,2} \\ x_{0,3} \end{pmatrix} + \frac{4\sqrt{\pi}}{3\pi} \begin{pmatrix} x_{0,2} \\ x_{0,3} \\ -w_h^{1.5} \end{pmatrix} \right) t^{1.5} + \left( \begin{pmatrix} x'_{0,1} \\ x'_{0,2} \\ x'_{0,3} \end{pmatrix} \right) t^2.5
\]

\[
+ \left( \begin{pmatrix} x_{0,3} \\ x'_{0,3} \\ -w_h^{1.5} \end{pmatrix} \right) t^{1.5-i} \sum_{i=2}^{\infty} \left[ \begin{pmatrix} 1 \\ (1.5i + 0.5) \Gamma(1.5i + 0.5) \\ (2.25i^2 + 1.5i)\Gamma(1.5i) \end{pmatrix} \right] \int_0^t (t - \tau)^{1.5i+0.5} u(\tau) d\tau
\]

\[
+ \frac{x_{0,3}}{1.5i \Gamma(1.5i)} t^{1.5i} + \frac{x'_{3,0}}{(2.25i^2 + 1.5i)\Gamma(1.5i)} t^{1.5i+1}
\]
where
\[
x(0) = x_0 = \begin{pmatrix} x_{0,1} \\ x_{0,2} \\ x_{0,3} \end{pmatrix} \quad \text{and} \quad x'(0) = \begin{pmatrix} x'_{0,1} \\ x'_{0,2} \\ x'_{0,3} \end{pmatrix}.
\]

5. Discussion and Conclusion

In this paper, a new method for solving regular fractional continuous-time linear systems is presented which has been already introduced in [8]. The main idea consists on using the Sumudu transform to solve such a system. Thanks to the interesting properties of the Sumudu transform, the result can be derived easily and the method can be used for several practical applications.

The first results obtained are promising and encourage us to extend the method to singular fractional continuous-time linear systems, and to other type of systems and circuits, and also to other applications as for example to crone suspension which are one of our future research topics and will be discussed in a separate paper.
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