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BOUNDEDNESS OF CERTAIN SYSTEM OF SECOND ORDER
DIFFERENTIAL EQUATIONS

M. O. OMEIKE1, A. A. ADEYANJU1, D. O. ADAMS1, AND A. L. OLUTIMO2

Abstract. This work is concerned with the ultimate boundedness of solutions of
the system of vector differential equations

Ẋ = H(Y ), Ẏ = −F (X, Y )Y −G(X) + P (t, X, Y ),
where t ∈ R+, X = X(t), Y = Y (t) ∈ Rn, F : Rn × Rn → Rn×n, G, H : Rn →
Rn and P : R+×Rn×Rn → Rn. By using a Lyapunov function as a basic technique,
we prove that the solutions of the system of equations are ultimately bounded. In
addition, result obtained includes and improves some related results in literature.

1. Introduction

For over five decades, many authors have dealt considerably with qualitative prop-
erties of solutions (namely, stability, boundedness, convergence, existence of periodic
solutions) of first order and higher order ordinary differential equations using the
direct method of Lyapunov (also known as the second method of Lyapunov) [1–16].
This method enables us to determine the qualitative properties of solutions of a differ-
ential equation without actually finding its analytic solution. The method entails the
construction of a positive definite function, whose derivative with respect to t along
the solution path is negative semi-definite. However, the construction of this function
remains a general problem [10].

Using the Lyapunov’s direct method, many authors have obtained boundedness
results of solutions of scalar differential equations [1, 4, 9–11,14,16], and some others
have extended these results to vector differential equations [2, 3, 5, 7, 8, 12, 13, 15].
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Recently, Omeike et al. [8] considered the system of equations
(1.1) Ẋ = Y, Ẏ = −F (X, Y )Y −G(X) + P (t,X, Y ),
where X, Y : R+ → Rn, G : Rn → Rn, P : R+ × Rn × Rn → Rn, F is an n × n
continuous symmetric positive definite matrix function for the arguments displayed
explicitly, R denotes the real line, −∞ < t <∞, Rn denotes the real n-dimensional
Euclidean space equipped with the usual norm ‖ ·‖, and the dots (which appear in the
(1.1)) as usual indicate differentiation with respect to t. (1.1) is a system derivable
from the second order equation

Ẍ + F (X, Ẋ)Ẋ +G(X) = P (t,X, Ẋ),
by setting Ẋ = Y . (1.1) is an n-dimensional analogue of a system of equation

ẋ = y,

ẏ = −f(x, y)y − g(x) + p(t, x, y),(1.2)
studied by Tejumola [11], an equation of motion in Mathematical Physics. Omeike et
al. [8] extended the results obtained in Tejumola [11] to (1.1) and obtained conditions
which guarantee boundedness of solutions. Tejumola [12] further studied (1.2) in the
form

ẋ = h(y),
ẏ = −f(x, y)y − g(x) + p(t, x, y),(1.3)

for boundedness of solutions. By constructing an incomplete Lyapunov function (see
E. N. Chukwu [4]) and augmenting with a signum function a boundedness result was
proved. In this present work, we extend the result obtained by Tejumola [12] to the
n-dimensional analogue of (1.3), given by

Ẋ = H(Y ),
Ẏ = −F (X, Y )Y −G(X) + P (t,X, Y ),(1.4)

where H : Rn → Rn and X, Y, F, G and P are as described above. It is also assumed
that F, G, H and P are continuous for the argument displayed explicitly. In addition,
the existence and uniqueness of the solutions of (1.4) with any prescribed initial
conditions will be assumed (see Picard-Lindelof theorem in [9]).

The motivation for the present work is derived from the works of Tejumola [11,12]
and Omeike et al. [8]. We prove that solutions of (1.4) are bounded. To the best
of our knowledge, no author in the literature has extended the boundedness result
obtained by Tejumola [12] to (1.4).

2. Notations

We shall use the notation as given in [2]. Throughout this paper δ’s, ∆’s and D’s
with or without suffixes will denote positive constants whose magnitudes depend on
an n × n matrix function F (X, Y ) and vector functions H(Y ), P (t,X, Y ). The δ’s,
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∆’s and D’s with numerical or alphabetical suffixes shall retain fixed magnitudes,
while those without suffixes are not necessarily the same at each occurrence.

Also, we shall denote the scalar product 〈X, Y 〉 of any vectors X, Y in Rn, with
respective components (x1, x2, . . . , xn) and (y1, y2, . . . , yn) by ∑n

i=1 xiyi. In particular,
〈X,X〉 = ‖X‖2. Finally, by sgnX, we mean (sgn x1, sgn x2, . . . , sgn xn), xi 6= 0, and
‖ sgnX‖ =

√
n > 0.

3. Main Results

The following algebraic results will be required in the proofs of our main results.

Lemma 3.1. Let A be a real symmetric positive definite n × n matrix. Then for
X ∈ Rn, δa‖X‖2 ≤ 〈AX,X〉 ≤ ∆a‖X‖2, where δa and ∆a are, respectively, the least
and greatest eigenvalues of the matrix A.

Proof. See [6, 13]. �

Lemma 3.2. Let G(0) = 0 = H(0) and assume that the matrices A, Jg(X) and Jh(Y )
are symmetric, positive definite and commute pairwise for all X, Y ∈ Rn. Then

〈G(X), AX〉 =
∫ 1

0
XTAJg(σX)Xdσ,

〈H(Y ), AY 〉 =
∫ 1

0
Y TAJh(σY )Y dσ,

where Jg(X) and Jh(Y ) are respectively the Jacobian matrices ∂gi

∂xj
and ∂hi

∂yj
of G(X)

and H(Y ).

Proof. See [5, 13]. �

Lemma 3.3. Let G(0) = 0 and assume that Jg(X) is symmetric for all arbitrary
X ∈ Rn. Then

d

dt

∫ 1

0
〈G(σX), X〉dσ = 〈G(X), Ẋ〉,

for all X = X(t) ∈ Rn.

Proof. See [5]. �

Our main theorems are the following.

Theorem 3.1. Let a, L, β, ∆f , ∆g, ∆h, δf , δg, δh be positive constants and let all
the basic assumptions imposed on F , G, H and P hold, and that G(0) = H(0) = 0
hold. Suppose further that for any arbitrary X, Y ∈ Rn

(i) Jg(X), Jh(Y ) are symmetric and positive definite;
(ii) the eigenvalues λi(F (X, Y )), λi(Jg(X)), λi(Jh(Y )) of F (X, Y ), Jg(X) and

Jh(Y ) respectively satisfy
0 <δf ≤ λi(F (X, Y )) ≤ ∆f ,(3.1)
0 <δg ≤ λi(Jg(X)) ≤ ∆g,(3.2)
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0 <δh ≤ λi(Jh(Y )) ≤ ∆h;(3.3)

(iii)
(3.4) ‖P (t,X, Y )‖ ≤ a,

where a is a positive constant.
Suppose further that

(iv)
(3.5) α〈G(X), sgnX〉 → ∞ as ‖X‖ → ∞,

where α = sgn〈G(X), sgnX〉.
Then there exists a finite constant K whose magnitude depends only on the constants

a,L, β, ∆f , ∆g, ∆h, δf , δg, δh, as well as the function G(X) such that every solution
(X(t), Y (t)) of (1.4) ultimately satisfies

(3.6) ‖X(t)‖ ≤ K, ‖Y (t)‖ ≤ K.

Theorem 3.2. In addition to the conditions (i) and (ii) of Theorem 3.1, suppose
(i) for all t, X and Y

(3.7) ‖P (t,X, Y )‖ ≤ µ‖Y ‖, µ > 0,
and

(ii)
(3.8) lim

‖X‖→∞
α〈G(X), sgnX〉 → ∞.

Then there exists a finite positive constant K whose magnitude depends only on the
constants a, L, β, µ, ∆f , ∆g, ∆h, δf , δg, δh as well as the function G(X), H(Y ) such
that every solution (X(t), Y (t)) of (1.4) ultimately satisfies (3.6).

4. Proof of Main Results and Example

Proof of Theorem 3.1. Our method of proof, which makes use of the adaptation of
the well-known Yoshizawa [16] technique, is the same as in [8].

Let the continuous function U = U(X, Y ) be defined by
(4.1) U = U1 + U2 + 1,
where

U1 =
∫ 1

0
〈H(σY ), Y 〉dσ +

∫ 1

0
〈G(σX), X〉dσ(4.2)

U2 =


L−1
√
n
α〈Y, sgnX〉, ‖Y ‖ ≤ L,

1
n
〈sgnX, sgn Y 〉, ‖Y ‖ ≥ L,

if ‖X‖ ≥ 1,(4.3)
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or

(4.4) U2 =


L−1〈X, Y 〉, ‖Y ‖ ≤ L,

1√
n
〈X, sgn Y 〉, ‖Y ‖ ≥ L,

if ‖X‖ ≤ 1.

We shall show that U(X, Y ) satisfies

(4.5) U(X, Y )→ +∞ as ‖X‖2 + ‖Y ‖2 → +∞.

From the definition of U2, we can show that |U2| ≤ 1 as follows.
If ‖X‖ ≥ 1, we obtain

|U2| =


∣∣∣∣∣L−1
√
n
α〈Y, sgnX〉

∣∣∣∣∣ , ‖Y ‖ ≤ L,∣∣∣∣ 1n〈sgnX, sgn Y 〉
∣∣∣∣ , ‖Y ‖ ≥ L,

if ‖X‖ ≥ 1,

≤


L−1
√
n
|〈Y, sgnX〉|, ‖Y ‖ ≤ L,

1
n
|〈sgnX, sgn Y 〉|, ‖Y ‖ ≥ L,

if ‖X‖ ≥ 1,

≤


L−1
√
n
‖Y ‖‖ sgnX‖, ‖Y ‖ ≤ L,

1
n
‖ sgnX‖‖ sgn Y ‖, ‖Y ‖ ≥ L,

if ‖X‖ ≥ 1,

≤


L−1
√
n
× L×

√
n = 1, ‖Y ‖ ≤ L,

1
n
×
√
n×
√
n = 1, ‖Y ‖ ≥ L,

if ‖X‖ ≥ 1.

Similarly, if ‖X‖ ≤ 1, we obtain

|U2| =


|L−1〈X, Y 〉|, ‖Y ‖ ≤ L,∣∣∣∣∣ 1√
n
〈X, sgn Y 〉

∣∣∣∣∣ , ‖Y ‖ ≥ L,
if ‖X‖ ≤ 1,

≤


L−1|〈X, Y 〉|, ‖Y ‖ ≤ L,

1√
n
|〈X, sgn Y 〉|, ‖Y ‖ ≥ L,

if ‖X‖ ≤ 1,

≤


L−1‖X‖‖Y ‖|, ‖Y ‖ ≤ L,

1√
n
‖X‖‖ sgn Y ‖|, ‖Y ‖ ≥ L,

if ‖X‖ ≤ 1,

≤


L−1 × 1× L = 1, ‖Y ‖ ≤ L,

1√
n
× 1×

√
n = 1, ‖Y ‖ ≥ L,

if ‖X‖ ≤ 1.

Thus, we have |U2| ≤ 1.
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Now, since |U2| ≤ 1, (4.1) yields U ≥ U1, and by Lemma 3.2, followed by Lemma 3.1
and inequalities (3.2) and (3.3), we have

U1 ≥ D0(‖X‖2 + ‖Y ‖2),

where D0 = min{δh, δg}. Thus,

(4.6) U(X, Y )→∞ as ‖X‖2 + ‖Y ‖2 →∞.

We are now left to show that U̇ exists and that there are finite constants D1, D2 such
that

(4.7) U̇ ≤ −D1, if ‖X‖2 + ‖Y ‖2 ≥ D2.

From this and (4.5) it will then follow, just as in [8], that there is a constant D > 0
such that every solution (X(t), Y (t)) of (1.4) ultimately satisfies

‖X‖2 + ‖Y ‖2 ≤ D,

and this verifies (3.6).
To verify (4.7), observe from (4.1) to (4.4) and (1.4) that by applying Lemma 3.3

to U1, we obtain

(4.8) U̇ = U̇1 + U̇2,

where

(4.9) U̇1 = −〈H(Y ), F (X, Y )Y 〉+ 〈H(Y ), P (t,X, Y )〉,

and
(4.10)

U̇2 =


L−1
√
n
α〈−F (X, Y )Y −G(X) + P (t,X, Y ), sgnX〉, ‖Y ‖ ≤ L,

0, ‖Y ‖ ≥ L,
if ‖X‖ ≥ 1,

or
(4.11)

U̇2 =


L−1〈H(Y ), Y 〉+ L−1〈−F (X, Y )Y −G(X) + P (t,X, Y ), X〉, ‖Y ‖ ≤ L,

1√
n
〈H(Y ), sgn Y 〉, ‖Y ‖ ≥ L,

if ‖X‖ ≤ 1. Thus, if ‖Y ‖ ≤ L, U̇2 satisfies
(4.12)
U̇2 = − α

L
√
n
〈F (X, Y )Y, sgnX〉 − α

L
√
n
〈G(X), sgnX〉+ α

L
√
n
〈P (t,X, Y ), sgnX〉,

if ‖X‖ ≥ 1, or

(4.13) U̇2 = 1
L
〈H(Y ), Y 〉−〈X,F (X, Y )Y 〉−〈X,G(X)〉+〈P (t,X, Y ), X〉 if ‖X‖ ≤ 1.
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But if ‖Y ‖ ≥ L, then

(4.14) U̇2 =


0, ‖X‖ ≥ 1,

1√
n
〈H(Y ), sgn Y 〉, ‖X‖ ≤ 1.

In obtaining estimates for U̇ we shall consider points outside of the closed bounded
set defined by ‖X‖ ≤ 1 and ‖Y ‖ ≤ L. It will be convenient to consider the following
three regions in turn: (I) ‖X‖ ≥ 1 and ‖Y ‖ ≤ L, (II) ‖X‖ ≤ 1 and ‖Y ‖ ≥ L, and
(III) ‖X‖ ≥ 1 and ‖Y ‖ ≥ L. For the case (I), we have from (4.8), (4.9) and (4.12)
that

U̇ =− 〈H(Y ), F (X, Y )Y 〉+ 〈H(Y ), P (t,X, Y )〉 − α

L
√
n
〈F (X, Y )Y, sgnX〉

− α

L
√
n
〈G(X), sgnX〉+ α

L
√
n
〈P (t,X, Y ), sgnX〉,

so that by (3.1)–(3.4), and setting β =
√
n,

U̇ ≤ − 1
Lβ

(
α〈G(X), sgnX〉 − βa∆hL

2
)

+ ∆f ,

since ‖Y ‖ ≤ L. Thus, in view of (3.5), there exists a finite constant D3(> 1), suffi-
ciently large, such that
(4.15) U̇ ≤ −1 provided ‖X‖ ≥ D3.

As for the case (II): ‖X‖ ≤ 1 and ‖Y ‖ ≥ L, we have from (4.8), (4.9) and (4.14) that

U̇ = −〈H(Y ), F (X, Y )Y 〉+ 〈H(Y ), P (t,X, Y )〉+ 1√
n
〈H(Y ), sgn Y 〉,

so that by (3.1), (3.3) and (3.4)
U̇ ≤− (δhδf‖Y ‖ − (a+ 1)∆h) ‖Y ‖,

U̇ ≤− 1, if ‖Y ‖ ≥ max
{

∆2
h(a+ 1)2 + δhδf

δhδf ∆h(a+ 1) , L

}
= D4.(4.16)

Case (III). ‖X‖ ≥ 1 and ‖Y ‖ ≥ L follow from case (II) since U̇2 = 0 if ‖X‖ ≥ 1 and
‖Y ‖ ≥ L. The two results (4.15) and (4.16) together imply that

U̇ ≤ −1 provided ‖X‖2 + ‖Y ‖2 ≥ D2
3 +D2

4.

This verifies (3.6) and Theorem 3.1 now follows. �

Proof of Theorem 3.2. The procedure here is the same as that used for Theorem 3.1
but only that P (t,X, Y ) 6= 0 as in the proof of Theorem 3.1. The proof of Theorem
3.2 is immediate as soon as we show (4.6) and (4.7). The verification of (4.6) given
in §4 carries over with obvious modifications.

To verify (4.7), our starting point will be the estimates (4.8)–(4.14), which are still
valid in this case. Thus, in obtaining estimates for U̇ we shall consider points outside
of the closed bounded set defined by ‖X‖ ≤ 1 and ‖Y ‖ ≤ L. It will be convenient to
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consider the following three regions in turn: (I) ‖X‖ ≥ 1 and ‖Y ‖ ≤ L, (II) ‖X‖ ≤ 1
and ‖Y ‖ ≥ L, and (III) ‖X‖ ≥ 1 and ‖Y ‖ ≥ L. For the case (I), we have from (4.8),
(4.9) and (4.12) that

U̇ =− 〈H(Y ), F (X, Y )Y 〉+ 〈H(Y ), P (t,X, Y )〉 − α

L
√
n
〈F (X, Y )Y, sgnX〉

− α

L
√
n
〈G(X), sgnX〉+ α

L
√
n
〈P (t,X, Y ), sgnX〉,

so that by (3.1)–(3.3) and (3.7), and setting β =
√
n

U̇ ≤ − 1
Lβ

{
α〈G(X), sgnX〉 − βµL(1 + ∆hL

2)
}

+ ∆f ,

since ‖Y ‖ ≤ L. Thus, in view of (3.8), there exists a finite constant D5(> 1), suffi-
ciently large, such that U̇ ≤ −1 provided ‖X‖ ≥ D5. As for the case (II): ‖X‖ ≤ 1
and ‖Y ‖ ≥ L, we have from (4.8), (4.9) and (4.14) that

U̇ = −〈H(Y ), F (X, Y )Y 〉+ 〈H(Y ), P (t,X, Y )〉+ 1√
n
〈H(Y ), sgn Y 〉,

so that by (3.1), (3.3) and (3.7)
U̇ ≤− ((δhδf − µ∆h)‖Y ‖ −∆h) ‖Y ‖,

U̇ ≤− 1 if ‖Y ‖ ≥ max
{

∆2
h + (δhδf − µ∆h)
∆h(δhδf − µ∆h) , L

}
= D6,

where δhδf − µ∆h > 0.
Case (III). ‖X‖ ≥ 1 and ‖Y ‖ ≥ L, we have from (4.8), (4.9) and (4.14) that

U̇ = −〈H(Y ), F (X, Y )Y 〉+ 〈H(Y ), P (t,X, Y )〉,
so that by (3.1), (3.3) and (3.7) we obtain

U̇ ≤ −1 if ‖Y ‖ ≥ max{(δhδf − µ∆h)− 1
2 , L}.

This verifies (3.6) and Theorem 3.2 now follows. �

Next, we present an illustrative example to demonstrate the applicability of the
results proved in this section.

Example 4.1. As a special case of (1.4), let us have for n = 2 that

F (X, Y ) =
 2 + 1

x2
1+y2

1+1 1
1 2 + 1

x2
1+y2

2+1

 , G(X) =
(

2x1 + sin x1
2x2 + sin x2

)
,

H(Y ) =
(
y1 + tan−1 y1
y2 + tan−1 y2

)
and P (t,X, Y ) =

( 1
1+y2

1
+ sin t

exp−x2
1

)
.

Clearly, we have λ1(F (X, Y )) = 4 −
√

5 + 1
x2

1+y2
1+1 + 1

x2
2+y2

2+1 and λ2(F (X, Y )) =
4 +
√

5 + 1
x2

1+y2
1+1 + 1

x2
2+y2

2+1 . Thus, 4 −
√

5 < λ1(F (X, Y )), λ2(F (X, Y )) < 6 +
√

5,
with δf = 4−

√
5 and ∆f = 6 +

√
5



BOUNDEDNESS OF CERTAIN SYSTEM OF SECOND ORDER DIFFERENTIAL EQUATIONS795

It can easily be seen that

Jg(X) =
(

2 + cos x1 0
0 2 + cosx2

)
,

λ1(Jg) = 2 + cosx1, λ2(Jg) = 2 + cosx2, with δg = 1 and ∆g = 3,

Jh(Y ) =
 1 + 1

1+y2
1

0
0 1 + 1

1+y2
2

 ,
λ1(Jh) = 1 + 1

1+y2
1
, λ2(Jh) = 1 + 1

1+y2
2
, with δh = 1 and ∆h = 2, and lastly, it is obvious

that vector P (t,X, Y ) above satisfies
‖P (t,X, Y )‖ ≤

√
5.

It will be seen from the Figure 1 obtained by Maple 16, that the simulated solutions
of the differential equation constructed are bounded. This further justifies our given
results.

Figure 1. Solution paths of the given example.
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