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EIGENVALUES OF CIRCULANT MATRICES AND A
CONJECTURE OF RYSER

REINHARDT EULER1, LUIS H. GALLARDO2, AND OLIVIER RAHAVANDRAINY2

Abstract. We prove that there is no circulant Hadamard matrix H with first
row [h1, . . . , hn] of order n > 4, under some linear conditions on the hi’s. All
these conditions hold in the known case n = 4, so that our results can be thought
as characterizations of properties that only hold when n = 4. Our first conditions
imply that some eigenvalue λ of H is a sum of

√
n terms hjω

j , where ω is a primitive
n-th root of 1. The same conclusion holds also if some complex arithmetic means
associated to λ are algebraic integers (second conditions). Moreover, our third
conditions, related to the recent notion of robust Hadamard matrices, implies also
the nonexistence of these circulant Hadamard matrices. If some of the conditions
fail, it appears (to us) very difficult to be able to prove the result.

1. Introduction

A matrix of order n is a square matrix with n rows. A circulant matrix A :=
circ(a1, . . . , an) of order n is a matrix of order n of first row [a1, . . . , an] in which
each row after the first is obtained by a cyclic shift of its predecessor by one position.
For example, the second row of A is [an, a1, . . . , an−1]. A Hadamard matrix H of
order n is a matrix of order n with entries in {−1, 1} such that K := H√

n
is an

orthogonal matrix. A circulant Hadamard matrix of order n is a circulant matrix that
is Hadamard. The 10 known circulant Hadamard matrices are H1 := circ(1), H2 :=
−H1, H3 := circ(1,−1,−1,−1), H4 := −H3, H5 := circ(−1, 1,−1,−1), H6 := −H5,
H7 := circ(−1,−1, 1,−1), H8 := −H7, H9 := circ(−1,−1,−1, 1), H10 := −H9.

If H = circ(h1, . . . , hn) is a circulant Hadamard matrix of order n then its repre-
senter polynomial is the polynomial R(x) := h1 + h2x+ · · ·+ hnx

n−1.
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tomic fields.
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No one has been able, despite several deep computations (see [1, 14]), to discover
any other circulant Hadamard matrix. Ryser proposed in 1963 (see [16], [3, p. 97])
the conjecture of the non-existence of these matrices when n > 4. Preceding work
on the conjecture includes [4, 5, 8–11, 13, 15, 18]. Ryser’s conjecture above has been
studied with several different methods. The first special case done by Brualdi [2] in
1965, assumed that all eigenvalues of H := circ(h1, . . . , hn), a circulant Hadamard
matrix of order n > 4, were real, i.e., that H is symmetric, or equivalently that

(1.1) hn−k − hk+2 = 0, for k = 1, . . . , n2 − 2.

Besides Brualdi’s result, all other known results are only partial results for particular
n’s , generally obtained by deep methods: see Turyn’s work [18] and e.g., [15]. For
example, the known case where n has two prime factors, i.e., n = 4p2m for some
odd prime number p, is a consequence of some results of Turyn. These results
permitted some computer calculations (e.g., in citations above) that proved the result
for increasing numerical values of n. However, these methods seem to be unable to
produce general proofs (say a proof of the conjecture for an infinity of n’s with more
than two prime factors).

The object of the present paper is to prove the conjecture in some new special cases
related to some properties of eigenvalues of a possible new circulant Hadamard matrix,
generalizing some properties of the 8 circulant Hadamard matrices of order 4. Indeed,
we prove that these properties hold only for n = 4 assuming that they hold for n ≥ 4.
Essentially we prove that circulant Hadamard matrices of order n > 4 cannot “inherit”
some “linear” and “count” properties of the known circulant Hadamard matrices of
order 4. To prove the full conjecture is equivalent to find a procedure that do not
depends on conditions. Thus, we (and many other people in this area) are far from
attaining this goal.

In practice, and more precisely, first, we prove (in Theorem 1.1 below) the result by
replacing the equalities (1.1) on the hi’s by an upper bound on the number of similar
equalities.

Theorem 1.1. Let H = circ(h1, . . . , hn) be a circulant Hadamard matrix of order
n ≥ 4. Then n = 4 provided the number r of i’s between 1 and n/2 such that
hi + hn/2+i = 0 does not exceed

√
n/2.

Remark 1.1. When n = 4 the condition of Theorem 1.1 holds, with r = 1, for all 8
circulant Hadamard matrices H3, . . . , H10.

In our second result we replace the condition of Theorem 1.1 by a property of some
appropriate (complex) arithmetic mean related to the eigenvalues of H.

Theorem 1.2. Let H = circ(h1, . . . , hn) be a circulant Hadamard matrix of order
n ≥ 4. Let ω := exp(2πi/n). Then n = 4 provided both statements (a) and (b) below
hold.
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(a) There exists k ∈ {1, . . . , n} such that k /∈ {n, n/2}, and for v := ωk there exists
an n-tuple S := (ε1, . . . , εn), depending on k, where εj ∈ {−1, 1}, such that

a :=
∑n
j=1 εjhjv

j−1

n
∈ Z[ω].

(b) The set T := {1 ≤ j ≤ n : εj = −1} satisfies r := card(T) ≤
√
n/2.

Remark 1.2. When n = 4 and H = circ(h1, h2, h3, h4), the conditions on Theorem 1.2
hold with:

ω := i, so that ω2 = −1, k = 1, S = (h1, h2, h3, h4),
so that r = 1 for all 8 circulant Hadamard matrices of order 4, namely for H3, . . . , H10.

Finally, in our third main result, we consider properties of the circulant Hadamard
matrices (namely: (−1) robust, say type 1 Hadamard matrices) related to the recent
notion [6] of robust Hadamard matrices More precisely, 4 of the 8 known circulant
Hadamard matrices of order 4 are indeed (−1) robust Hadamard matrices while the
other 4 (call them weak Hadamard, say type 2 Hadamard matrices) have a strong
opposite property on their principal minors, (see definitions of robust Hadamard
matrices and of both types of Hadamard matrices in section 2) and see more details
in Remark 1.3 below. We show then in the following theorem that, under some mild
conditions, these properties hold for n = 4 and not for n > 4. Observe also (see again
Theorem 1.3) that there is no circulant Hadamard matrices that are robust. This
is the reason why we defined the related notions discussed above. Given any n × n
matrix M = (Mi,j), with n ≥ 2, we denote, in all the paper, by m(1, k) the principal
2 × 2 minor of M , i.e., the determinant of the 2 × 2 submatrix S of M such that
S1,1 = M1,1, S2,1 = M1,k, S1,2 = Mk,1 and S2,2 = Mk,k. Moreover, in all the paper H∗
means the (complex) conjugate transpose of the matrix H, so that H∗ coincides with
the transpose HT when H has real coefficients.

Theorem 1.3. Let H = circ(h1, . . . , hn) be a circulant Hadamard matrix of order
n ≥ 4. Then statement (a) holds, and one has n = 4 provided any of statements (b)
or (c) below hold. We can assume without loss of generality that h1 = 1.

(a) The matrix H cannot be robust.
(b) The matrix H is (−1) robust.
(c) The matrix H is weak, h1 + hn/2+1 = 0, the number n1 of 1’s in the entries

h1, . . . , hn/2 of H, equals n+
√
n+2

4 and the number n−1 of −1’s inside the same
entries equals n−

√
n−2

4 .

Remark 1.3. When n = 4 the four (−1) robust Hadamard circulants are H5, H6, H9
and H10. Thus the 4 weak circulant Hadamard are H3, H4, H7 and H8.

Remark 1.4. For a general regular Hadamard matrix H = circ(h1, . . . , hn), say with
h1 = 1, it is known (see Lemma 2.1) that the number of 1’s in any row equals
r1 := n+

√
n

2 . Since we consider type 2 matrices in part (c) of our last theorem it is
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natural to think, (but it is not proved, and might be difficult to prove), and has been
nevertheless used as an hypothesis, that we should have about r1/2 entries equal to
1 in the first n

2 entries of the first row of H. The condition on Theorem 1.3, part (c)
comes from this consideration, since it matches exactly the case of the 4 circulant
matrix H8 := circ(1, 1,−1, 1) where we have two 1’s and so zero −1 in the first two
entries of the first row. The other 3 circulant Hadamard matrices of order 4 and type
2, are obtained by shifts of length 2 of the first row of H8, (see details, as before, in
Remark 1.3).

The necessary tools for the proof of all three theorems are given in Section 2. The
proof of Theorem 1.1 is presented in Section 3, the proof of Theorem 1.2 is presented
in Section 4, and the proof of Theorem 1.3 is presented in Section 5.

2. Tools

The following is well known. See, e.g., [7, p. 1193], [12, p. 234], [18, p. 329–330].

Lemma 2.1. Let H be a regular Hadamard matrix of order n ≥ 4, i.e., a Hadamard
matrix whose row and column sums are all equal. Then n = 4h2 for some positive
integer h. Moreover, the row and column sums are all equal to ±2h and each row has
2h2 ± h positive entries and 2h2 ∓ h negative entries. Finally, if H is circulant then
h is odd.

Lemma 2.2. Let H be a circulant Hadamard matrix of order n, let w = exp(2πi/n)
and let R(x) be its representer polynomial. Then all the eigenvalues R(v) of H, where
v ∈ {1, w, w2, . . . , wn−1}, satisfy |R(v)| =

√
n.

We recall here the definition of robust Hadamard matrices from [6] and define the
notions of (−1) robust and of weak Hadamard matrix.

Definition 2.1. Let H be an Hadamard matrix of order n.
(a) We say that H is robust if all 2× 2 principal minors of H are in {−2, 2}.
(b) We say that H is (−1) robust if all 2 × 2 principal minors, but the minor

m(1, n− 1) of H, that equals 0, are in {−2, 2}.
(c) We say that H is weak if all 2× 2 principal minors of H equal 0.

Remark 2.1. An Hadamard matrix H is robust if and only if every principal 2 × 2
submatrix of H is also an Hadamard matrix. An Hadamard matrix H is weak if and
only if every principal 2 × 2 submatrix of H is singular. In order that a circulant
Hadamard H := circ(h1, . . . , hn) matrix be robust (resp. weak) it is necessary and
sufficient that the principal 2× 2 submatrices with first column [h1, hk]T (where the
T means “transpose”) be Hadamard (resp. be singular).

The next lemma (see [17, Lemma 8.6]) is frequently used in the theory of group
representations. Here, it is useful for the proof of Lemma 2.4.



RYSER’S CONJECTURE HOLDS IN SPECIAL CASES 755

Lemma 2.3. Let c1, . . . , c` be ` complex numbers of absolute value 1. If
|c1 + · · ·+ c`| = `, then c1 = · · · = c`.

The next lemma is about some complex arithmetic means.

Lemma 2.4. Let ω := exp(2πi/n). Let c1, . . . , cn be n elements of Z[ω] of absolute
value 1. If

c1 + · · ·+ cn
n

∈ Z[ω],
then either c1 = · · · = cn or c1 + · · ·+ cn = 0.

Proof. Put a := c1+···+cn

n
. The hypothesis implies that |a| ≤ 1. If at least two of the

cj’s are distinct, then by Lemma 2.3 (with ` = n) we get |a| < 1 so that |σ(a)| < 1
for any σ ∈ G, where G := Gal(Q(ω)/Q) is the Galois group of the cyclotomic field
Q(ω) over Q. Thus P := ∏

σ∈G σ(a) ∈ Z satisfies 0 ≤ |P | < 1. It follows that P = 0,
so that a = 0. �

3. Proof of Theorem 1.1

Put w := exp(2πi/n). Observe that H is regular in terms of Lemma 2.1 since H
is circulant. In particular, Lemma 2.1 implies that n = 4h2 for some positive integer
h. Write H = circ(h1, . . . , hn) and let R(x) be the representer polynomial of H. By
Lemma 2.2 one has R(w) = 2ha where a is a complex number in the unit circle. Let
W :=

{
j = 1, . . . n2 : hj = −hn/2+j

}
and let

(3.1) t :=
∑
j∈W

hjω
j−1.

Then one has
(3.2) 2ha− 2t = z1 + · · ·+ zn,

where
(3.3) zj := hjω

j−1, for all j = 1, . . . , n2 such that j /∈ W,

and
(3.4) zj := −hjωj−1, for all j = 1, . . . , n2 such that j ∈ W,

and
(3.5) zn/2+j := hn/2+jω

n/2+j−1, for all j = 1, . . . , n2 .

Since ωn/2 = −1, we see that (3.3), (3.4) and (3.5) guarantee that

(3.6) zn/2+j = −zj, for all j = 1, . . . , n2 .

More precisely, if j /∈ W then zj = hjω
j−1, while zn/2+j = hn/2+jω

n/2+j−1 =
hjω

n/2ωj−1 = −hjωj−1 = −zj. If j ∈ W then zj = −hjωj−1, while zn/2+j =
hn/2+jω

n/2+j−1 = −hjωn/2ωj−1 = hjω
j−1 = −zj.
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Since ω /∈ R and ω has multiplicative order equal to n it follows from (3.6) that we
have zi 6= zj for all i 6= j, 1 ≤ i, j ≤ n.

It then follows from (3.6) that
(3.7) z1 + z2 + · · ·+ zn = 0.

But by (3.2), we see that (3.7) implies
(3.8)

√
na = 2t.

But |a| = 1, and by hypothesis card(W) ≤
√
n/2, thus it follows from (3.8) and

from the definition of t in (3.1) that
√
n

2 = |t| ≤ card(W) ≤
√
n

2 ,

so that

(3.9)
√
n

2 = |t| =

∣∣∣∣∣∣
∑
j∈W

hjω
j−1

∣∣∣∣∣∣ = card(W).

Put for every j ∈ W , dj := hjω
j−1. Since |dj| = 1 for all these j’s, it follows from

(3.9) and from Lemma 2.3 (with ` =
√
n/2) that

(3.10) di = dj, for all i, j ∈ W.
Assume now that n > 4. Then (3.10) is impossible since ωi−1 6= ± ωj−1 when i 6= j

for any i, j ∈
{
1, 2, . . . , n2

}
. Therefore, n = 4. This finishes the proof of Theorem 1.1.

4. Proof of Theorem 1.2

We refer to notations in Theorem 1.2. From Lemma 2.2, λ defined by
(4.1) λ := h1 + h2v + · · ·+ hnv

n−1,

where v = ωk, is an eigenvalue of H. By the same Lemma 2.2, λ satisfies |λ| =
√
n.

Observe that T is not empty, since T = ∅ implies a = λ/n so that |a| = 1/
√
n

since by Lemma 2.2 |λ| =
√
n. But hypothesis (a) implies that the complex conjugate

a ∈ Z[ω] so that 1/n = |a|2 = aa ∈ Z[ω]. Therefore, we get the contradiction that
n = 1. One has by hypothesis (a) and by (4.1)

(4.2) λ− na = 2
∑
i∈T

hiv
i−1.

Putting cj = εjhjv
j−1 for all j = 1 . . . n, it is clear that na = c1 + · · ·+ cn, cj ∈ Z[ω],

and that |cj| = 1 for all these j’s. Moreover, k /∈ {n, n/2} implies that v /∈ R so that
c1 6= c2.

It follows then from Lemma 2.4 that a = 0. Thus, from (4.2) we get

(4.3) λ = 2s, where s =
∑
i∈T

hiv
i−1.
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Now, Lemma 2.2 and (4.3) imply that

(4.4) |s| =
√
n

2 .

But from the definition of s in (4.3) and the triangular inequality one has

(4.5) |s| ≤
∑
i∈T
|hivi−1| =

∑
i∈T

1 = card(T).

From (4.5), (4.4) and hypothesis (b) we obtain

(4.6) |s| = card(T) =
√
n

2 .

Putting dj := hjv
j−1 for all j ∈ T , it is clear that |dj| = 1 for all these

√
n

2 values of
j. Thus from (4.6) and from Lemma 2.3 (with ` =

√
n/2) we obtain that

(4.7) di = dj, for all j ∈ T.
Remember that, by Lemma 2.1, n = 4h2 with odd h. By (4.6), h = card(T). Thus,

if card(T) > 1 then h = card(T) ≥ 3 so that (4.7) cannot hold since ωn/2 = −1
implies that for i, j ∈ T , with i ≤ j

(4.8) di = dj ⇐⇒ i = j or j = i+ n

2 .

In other words, (4.8) says that there cannot exist three elements i, j, k ∈ T that are
2 by 2 distinct and for which di = dj = dk. Thus, card(T) = 1, that is, from (4.6), we
have n = 4. This proves the theorem.

5. Proof of Theorem 1.3

Part (a). Assume, to the contrary, that H is robust. It follows from the following
equality (see [6, Formula (3.5) in proof of Lemma 3.6, Subsection 3.3]) that:
(5.1) HD∗ +DH∗ = 2I,
where D is the diagonal matrix containing the diagonal elements of H, i.e., in our
case D = I so that (5.1) becomes
(5.2) H +H∗ = 2I.

But, multiplying both sides of (5.2) by the eigenvector v := R(1) = [1, 1, . . . , 1]∗ of
H, (see Lemma 2.2) we get 2

√
n v = 2v, i.e., we get the contradiction n = 1.

The following observation is useful for the proof of parts (b) and (c): H := (hi,j) =
circ(h1, . . . , hn) if and only if the following condition on the indices (mod n) holds
(5.3) hi,j = hj−i+1 (mod n).

Part (b). Assume to the contrary, that n > 4. Observe that by Lemma 2.1 we can
assume that
(5.4) n ≥ 36.
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Since H is (−1) robust one has m(1, j) = 2 for all j = 2, . . . , n− 2, m(1, n− 1) = 0
and m(1, n) = 2. In other words, (and by using (5.3)) we have hjhn−j+2 = −1
for all j = 2, . . . , n − 2, h3hn−1 = 1 and h2hn = −1. This can also be written as:
hn−j+2 = −hj for all j = 2, . . . , n − 2, hn−1 = h3 and hn = −h2. Thus we can write
the relation

√
n = R(1) as follows

(5.5)
√
n = h1 +

n/2+1∑
j=2,j 6=3

hj −

 n/2∑
t=2,t6=3

ht

+ h3 + h3.

Writing (5.5) in the following form

√
n = h1 + hn/2+1 +

n/2∑
j=2,j 6=3

hj −

 n/2∑
t=2,t6=3

ht

+ h3 + h3,

it is clear that we get √
n = h1 + hn/2+1 + 2h3,

so that
(5.6)

√
n = |h1 + hn/2+1 + 2h3| ≤ 4.

But, (5.6) contradicts (5.4), thereby finishing the proof of part (b).
Part (c). Assume, to the contrary, that n > 4. Let s := ∑n/2

k=2 hk. Proceeding as
before we get now
(5.7)

√
n = R(1) = h1 + hn/2+1 + 2s,

since now we have hn−j−2 = hj for all j = 2, . . . , n. Let us compute now s by using
our hypothesis on the number of 1’s and −1’s in the hj’s, with j = 1, . . . n2 ,

s = m1 −m−1 = 2
√
n+ 4
4 ,

thus (5.7) becomes
(5.8)

√
n = h1 + hn/2+1 +

√
n+ 2.

We have then from (5.8)
(5.9) h1 = hn/2+1 = −1.
But, (5.9) contradicts our hypothesis h1 + hn/2+1 = 0, thereby proving part (c). This
proves the theorem.
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