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NEW INTEGRAL EQUATIONS FOR THE MONIC HERMITE

POLYNOMIALS

KARIMA ALI KHELIL1, RIDHA SFAXI2, AND AMMAR BOUKHEMIS1

Abstract. In this article, we are study the question of existence of integral equation
for the monic Hermite polynomials Hn, where the intervening real function does not
depend on the index n, well-known by the linear functional Wx given by its moments
Hn(x) = ⟨Wx, tn⟩, n ≥ 0, ♣x♣ < ∞. Also, we obtain some properties of the zeros of
this intervening function. Furthermore, we obtain an integral representation of the
Dirac mass δx, for every real number x.

1. Introduction

Given two sequences ¶Bn♢n≥0 and ¶Qn♢n≥0 of normalized polynomials with real
coefficients, with one real variable x and where deg Bn = deg Qn = n, for every integer
n ≥ 0. The problem of integral equation between these two polynomial sequences
consists in finding a real function u(·, t) defined in I × R, where I ⊂ R =] − ∞, +∞[,
and satisfying the condition:

∫ ∞

−∞
u(x, t)tn dt < ∞, n ≥ 0, x ∈ I,

such that

Bn(x) =
∫ ∞

−∞
u(x, t)Qn(t) dt, n ≥ 0, x ∈ I.

When Qn(x) = xn, for all integer n ≥ 0, i.e.,

Bn(x) =
∫ ∞

−∞
u(x, t)tn dt, n ≥ 0, x ∈ I,

Key words and phrases. Linear functional, integral equation, integral representation on the real
line, Hermite polynomials, Dawson function, Dirac mass.
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we recognize the usual integral representation of the polynomial sequence ¶Bn♢n≥0,
called here by the canonical-integral representation of ¶Bn♢n≥0. When Qn(x) = Bn(x),
for all integer n ≥ 0, i.e.,

Bn(x) =
∫ ∞

−∞
u(x, t)Bn(t) dt, n ≥ 0, x ∈ I,

it is appropriate to say that it is an auto-integral representation of ¶Bn♢n≥0.

In fact, this kind of integral equation is of great relevance in the theory of orthogonal
polynomials as well as the moment theory and their applications, [8, 9, 3, 15]. For this
reason-in the past as nowadays has attracted the attention of many authors; see, for
instance, [5, 6, 7, 12, 4, 1, 10, 11]. Based on the principle that the terms of any sequence

of complex numbers are the moments of a unique linear functional on polynomials,
the study of such linear functionals accurate some hypergeometric properties of such
sequences, [2, 13, 14].

In this work, we are interested by the normalized Hermite polynomial sequence
¶Hn♢n≥0 . Recall that ¶Hn♢n≥0 is orthogonal with respect to a linear functional on
polynomials, namely H and well-known by its integral representation on the real
line [10]

⟨H , p⟩ =
1√
π

∫ ∞

−∞
p (t) e−t2

dt, p ∈ P,

where P is the vector space of polynomials in one variable with real coefficients and P
′

its algebraic dual space. Notice that ⟨u, p⟩ is the action of a linear functional u ∈ P
′

on p ∈ P and by (u)n := ⟨u, tn⟩, n ≥ 0, the moments of u with respect to the canonical
sequence ¶tn♢n≥0. For any u in P

′, any q in P and any complex numbers a, b, c with
a ≠ 0, recall that Du = u′, qu, hau and τbu, be respectively, the derivative, the left
multiplication, the homothetic and the translation of the linear functionals defined
by duality [9]:

⟨u′, f⟩ := − ⟨u, f ′⟩ ,

⟨qu, f⟩ := ⟨u, qf⟩ ,

⟨hau, f⟩ := ⟨u, haf⟩ = ⟨u, f (ax)⟩ ,

⟨τ−bu, f⟩ := ⟨u, τbf⟩ = ⟨u, f (x − b)⟩ , f ∈ P.

The linear functional H is normalized, i.e., (H )0 = 1. It satisfies the following
Pearson equation [10]:

H
′ + 2xH = 0P′ .

The moments of H are given by

(H )n =
n!

2n+1Γ(n
2

+ 1)



1 + (−1)n


, n ≥ 0.

This leads to the following integral representation of the moments of H

n!

2n+1Γ(n
2

+ 1)



1 + (−1)n


=
1√
π

∫ ∞

−∞
tne−t2

dt, n ≥ 0.
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The normalized Hermite polynomial Hn can be represented in terms of a definite
integral containing the real variable x as parameter [8]

Hn(x) =
ex2

√
π

∫ ∞

−∞
(−it)ne−t2+2itx dt, n ≥ 0, ♣x♣ < ∞.

Equivalently,

Hn(x) =
∫ ∞

0
hn(t, x) tn dt, n ≥ 0, ♣x♣ < ∞,

where the intervening real function hn(t, ·) depends on the integer n, and given by

hn(t, x) =
2√
π

ex2−t2

cos


2tx + n
π

2



.

The polynomial Hn satisfies the following integral equation [8]

Hn(x) =
(−i)n

√
2π

e
x

2

2

∫ ∞

−∞
e− t

2

2
+itxHn(t) dt, n ≥ 0, ♣x♣ < ∞.

Equivalently,

Hn(x) =
∫ ∞

0
rn(t, x) Hn(t) dt, n ≥ 0, ♣x♣ < ∞,

where the real function rn(t, ·) depends on the integer n, and given by

rn(t, x) =
1√
2

hn



t√
2

,
x√
2



.

The main purpose of this work is to give two new integral equations for the polynomial
sequence ¶Hn♢n≥0, where the intervening real functions do not depend on the integer
n. In summary, we are going to establish the following.

– The canonical-integral representation:

Hn(x) =
∫ ∞

−∞
U(t − x)tn dt, n ≥ 0, ♣x♣ < ∞,

where

U(t) = S−1et2

∫ ∞

♣t♣
e−y2

e−y
1

4 sin y
1

4 dy,

S =
∫ ∞

−∞
eξ2

∫ ∞

♣ξ♣
e−y2

e−y
1

4 sin y
1

4 dy dξ > 0.

– The auto-integral representation:

Hn(x) =
∫ ∞

−∞
V (t − x)Hn(t) dt, n ≥ 0, ♣x♣ < ∞,

where

V (t) =











e−t
1

4 sin(t
1

4 )

πt
, if t > 0,

0, if t ≤ 0.
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2. New Canonical-Integral Representation of ¶Hn♢n≥0

First, let us recall some properties of ¶Hn♢n≥0, [8, 10].
-The Taylor expansion:

Hn(x) =

[ n

2
]

∑

k=0

(−1)kn!

22kk!(n − 2k)!
xn−2k, n ≥ 0.

-The symmetry property:

(2.1) Hn(−x) = (−1)nHn(x), n ≥ 0.

-The Appel property:

H ′
n(x) = nHn−1(x), n ≥ 0, H−1(x) = 0.

-The three-terms-recurrence relation:

(2.2)







H−1(x) = 0, H0(x) = 1,

Hn+1(x) = xHn(x) − n

2
Hn−1(x), n ≥ 0.

Next, let Wx be the linear functional on polynomials and given by its moments

(2.3) Hn(x) = ⟨Wx, tn⟩ , n ≥ 0, ♣x♣ < ∞.

From (2.1) and (2.3), we show that

W−x = h−1(Wx), ♣x♣ < ∞.

From (2.2) and (2.3), the linear functional Wx satisfies

(2.4) (Wx)0 = 1, W
′

x − 2(t − x)Wx = 0, ♣x♣ < ∞.

Lemma 2.1. For any real number x, the following properties hold:

Wx = τxW0,(2.5)

Hn(x) = ⟨W0, (t + x)n⟩ , n ≥ 0,(2.6)

where W0 is symmetric (i.e., h−1(W0) = W0), normalized (i.e., (W0)0 = 1) and satisfy-

ing the Pearson equation W ′
0 − 2tW0 = 0.

Proof. Let x be a fixed real number. We have (τ−xWx)0 = (Wx)0 = H0(x) = 1. If we
take (2.4) into account, we can write

⟨(τ−xWx)′ − 2t(τ−xWx), p(t)⟩ = − ⟨Wx, p′(t − x)⟩ − 2 ⟨Wx, (t − x)p(t − x)⟩
= ⟨W ′

x , p(t − x)⟩ − 2 ⟨(t − x)Wx, p(t − x)⟩
= ⟨W ′

x − 2(t − x)Wx, p(t − x)⟩
= 0, p ∈ P.

So, the normalized linear functional τ−xWx satisfies: (τ−xWx)′ − 2t(τ−xWx) = 0. The
fact that W0 is the unique normalized linear functional satisfying the Pearson equation
W ′

0 − 2tW0 = 0, yields τ−xWx = W0 and then Wx = τxW0.

Finally, (2.6) follows in a straightforward way from (2.3) and (2.5). □
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2.1. An integral representation of Wx. At first, we start by giving an integral
representation of W0 as follows

(2.7) ⟨W0, p⟩ =
∫ ∞

−∞
U(t)p (t) dt, p ∈ P,

where we assume that the function U is absolutely continuous on the real line and
decaying as fast as its derivative U ′.

By an easy integration by parts, we obtain

0 = ⟨W ′
0 − 2tW0, p⟩ = − ⟨W0, p′(t) + 2tp(t)⟩ = −

∫ ∞

−∞
U(t)



p′(t) + 2tp(t)


dt

= − [U(t)p(t)]∞−∞ +
∫ ∞

−∞



U ′(t) − 2tU(t)


p(t) dt, p ∈ P.

The following condition:

(2.8) lim
t→±∞

U(t)p(t) = 0, p ∈ P,

leads to

(2.9)
∫ ∞

−∞



U ′(t) − 2tU(t)


p(t) dt = 0, p ∈ P.

This implies

(2.10) U ′(t) − 2tU(t) = λf(t),

where λ ≠ 0 is arbitrary and the function f is locally integrable, with rapid decay,
and representing the null function, i.e.,

∫ ∞

−∞
tnf(t) dt = 0, n ≥ 0.

Conversely, if U is a solution of (2.10) verifying the hypothesis above and the condition:

(2.11)
∫ ∞

−∞
U(t) dt ̸= 0,

then (2.8) and (2.9) are fulfilled and (2.7) defines a linear functional W0, which is a
solution of the Pearson equation W ′

0 − 2tW0 = 0. Putting

f (t) = − sgn(t)s(♣t♣), t ∈] − ∞, +∞[,

where s is the Stieltjes function [10, 1, 11],

s(t) =

{

0, t ≤ 0,

e−t
1

4 sin t
1

4 , t > 0.
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In view of the fact that
∫ ∞

0
tns(t) dt = 0, n ≥ 0, we get

∫ ∞

−∞
tnf(t) dt = −

∫ ∞

−∞
tn sgn(t)s(♣t♣) dt =

∫ 0

−∞
tns(−t) dt +

∫ ∞

0
tns(t) dt

= (−1)n

∫ ∞

0
tns(t) dt +

∫ ∞

0
tns(t) dt =



1 + (−1)n


∫ ∞

0
tns(t) dt

= 0, n ≥ 0.

Let U be the function defined on the real line and given by,

(2.12) U(t) = λet2

∫ ∞

♣t♣
e−y2

s(y) dy, t ∈] − ∞, +∞[.

An easy computation shows that U ′(t) = 2tU(t) − λs (t) for every t ≥ 0, U ′(t) =
2tU(t) + λs (−t) for every t < 0.

Equivalently,

U ′(t) − 2tU(t) = λf (t) , t ∈] − ∞, +∞[.

For ♣t♣ large, we have

♣U(t)♣ ≤ ♣λ♣ et2

∫ ∞

♣t♣
e−y2

e−y
1

4 dy ≤ ♣λ♣ e− 1

2
♣t♣

1

4

et2

∫ ∞

♣t♣
e−y2

dy ≤ o



e− 1

2
♣t♣

1

4



, ♣t♣ → ∞,

by the fact that,

lim
♣t♣→∞

et2

∫ ∞

♣t♣
e−y2

dy = lim
x→∞

ex2

∫ ∞

x
e−y2

dy = lim
x→∞

∫ ∞

x
e−y2

dy

e−x2
= lim

x→∞

e−x2

2xe−x2
= lim

x→∞

1

2x

= 0.

Hence, the condition (2.8) holds. Clearly, U ∈ L1] − ∞, +∞[. Condition (2.11) can
be written as follows:

∫ ∞

−∞
U(t) dt = λS ̸= 0,

where after reverse the order of integration, we get

S = 2
∫ ∞

0
U(t) dt = 2

∫ ∞

0
et2

∫ ∞

t
e−y2

s(y) dy dt

= 2
∫ ∞

0
e−y2


∫ y

0
et2

dt



e−y
1

4 sin y
1

4 dy,

and by making the change of the variable x = y
1

4 , it follows that

S = 8
∫ ∞

0
y3e−yF (y4) sin y dy,

where F (z) = e−z2

∫ z

0
et2

dt, z ∈ C, is the Dawson function (called also the Dawson

integral), [8]. The Dawson function is an entire function for all z ∈ C and remains
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bounded for all real number z. Recall that the Dawson function satisfies [8]

F (0) = 0, F ′(z) = −2zF (z) + 1, z ∈ C,(2.13)

F (z) =
∞
∑

k=0

(−1)k2kz2k+1

1 · 3 · · · (2k + 1)
, ♣z♣ < ∞,

F (z) ≃ 1

2z
, ♣z♣ → ∞,

F (−z) = −F (z), z ∈ C,

0 ≤ F (y) ≤ Fmax = 0, 541 . . . , y ≥ 0,(2.14)

where Fmax = F (xmax), with xmax = 0, 942 . . . Notice that xmax is the only critical point
of F on the interval [0, +∞[. The following result contains simple but fundamental
properties which will be useful in the sequel.

Lemma 2.2. The Dawson function satisfies:

F (y) <
1

2y
if and only if 0 < y < xmax,

F (y) >
1

2y
if and only if y > xmax,

F (y) =
1

2y
if and only if y = xmax.

Proof. The proof is an immediate consequence of (2.13) and (2.14). □

We can write

(2.15) S =
∫ ∞

0
G(y) sin y dy,

where

(2.16) G(y) = 8y3e−yF (y4), y ≥ 0.

From (2.16) and (2.14), we obtain

0 ≤ G(y) ≤ 8Fmaxy3e−y, y ≥ 0.

Directly, G(0) = 0 and lim
y→∞

G(y) = 0, which implies that G has a maximum for

y = y > 0, satisfying G′(y) = 0, i.e.,

F (y4) =
4y4

8y8 + y − 3
.

Notice that the function G is decreasing on the interval [y, +∞[.

Lemma 2.3. We have y ≤ 3.

Proof. If we suppose that y > 3, then F (y4) < 1
2y4 . By Lemma 2.2, this yields

y4 < xmax = 0, 942..., i.e., y < (0, 942 . . .)
1

4 < 3. This is a contradiction. □

Furthermore, the following technical lemma will be needed.
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Lemma 2.4 ([1]). Consider the following integral: S =
∫∞

0 G(x) sin x dx, where the

function G : [0, +∞[→ [0, +∞[ is continuous on [0, +∞[, decreasing on [2π, +∞[.
Suppose that

∫ 2π
0 G(y) sin y dy > 0, then S > 0.

The function G given by (2.16) satisfies the condition of the previous lemma. Indeed,
G is a nonnegative function on [0, +∞[ and decreasing on [2π, +∞[. In order to show

that S, given by (2.15), is positive, it suffices to prove that
∫ 2π

0
G(y) sin y dy > 0.

Equivalently,
∫ π

0
G(y) sin y dy > −

∫ 2π

π
G(y) sin y dy.

In view of Lemma 2.2, the fact that G ≥ 0, sin y ≥ 0, for all y ∈ [0, π] , x
1

4
max <

π

2
and

sin y ≥ 2

π
y for all y ∈



0,
π

2



, we obtain

∫ π

0
G(y) sin y dy ≥

∫ π

x
1

4
max

y3e−y sin y F (y4) dy ≥
∫ π

x
1

4
max

y3e−y sin y

2y4
dy

≥ 1

2

∫ π

2

x
1

4
max

e−y sin y

y
dy ≥ 1

2

2

π

∫ π

2

x
1

4
max

e−y dy

≥ 1

π



e−x
1

4
max − e− π

2



.

Then, we have

(2.17)
∫ π

0
G(y) sin y dy ≥ 1

π



e−x
1

4
max − e− π

2



≃ 0, 0263.

On the other hand, we have

−
∫ 2π

π
G(y) sin y dy = −

∫ 2π

π
y3e−y sin yF (y4) dy ≤ −F (π4)

∫ 2π

π
y3e−y sin y dy.

By integration by parts and an easy computation we find

−
∫ 2π

π
y3e−y sin y dy =

1

2
e−2ππ



6 + 12π + 8π2 + eπ(3 + 3π + π2)


≃ 1, 8731

and

F (π4) = e−π8

∫ π4

0
et2

dt ≤ e−π8

∫ π4

0
eπ4t dt =

1 − e−π8

π4
≃ 0, 010266,

then

(2.18) −
∫ 2π

π
G(y) sin y dy ≤ 1, 8731 · 0, 010266 ≃ 0, 01922.

From (2.17) and (2.18), we deduce that
∫ π

0
G(y) sin y dy > −

∫ 2π

π
G(y) sin y dy.
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Proposition 2.1. The normalized Hermite polynomial Hn has the following integral

representations:

(2.19) Hn(x) =
∫ ∞

−∞
U(t − x)tn dt, n ≥ 0, ♣x♣ < ∞,

where

U(t) = S−1et2

∫ ∞

♣t♣
e−y2

e−y
1

4 sin y
1

4 dy,

S =
∫ ∞

−∞
eξ2

∫ ∞

♣ξ♣
e−y2

e−y
1

4 sin y
1

4 dy dξ > 0.

Proof. It is a straightforward consequence of Lemma 2.1 and 2.4, and (2.12). □

2.2. On the zeros of the function U . By the change of the variable y = x4, the
function U given by (2.19), can by written as

(2.20) U(t) = 4S−1et2

V (♣t♣ 1

4 ), ♣t♣ < ∞,

where

V (t) =
∫ ∞

t
x3e−x8−x sin x dx =

∫ ∞

0
(x + t)3e−(x+t)8−x−t sin(x + t) dx, t ≥ 0.

Clearly, the function U is even and their zeros are exactly those of the function
t 7→ V (♣t♣ 1

4 ). Observe that we have

V (kπ) = (−1)kIk, k ≥ 0,

where

Ik =
∫ ∞

0
Gk(x) sin x dx

and

Gk(x) = G0(x + kπ) = (x + kπ)3e−(x+kπ)8−(x+kπ).

Lemma 2.5. For every integer k ≥ 0, we have Ik > 0.

Proof. Let h(x) = −8x8 − x + 3 for all x ≥ 0. So, h′(x) = −64x7 − 1 < 0 for all x ≥ 0
and h is decreasing on [0, +∞[. The function h is a bijection from [0, +∞[ to ]−∞, 3].
Directly, there exists a unique solution θ ∈ [0, +∞[ solution of the equation: h(x) = 0,
where x ≥ 0. By the intermediate value theorem, we can see that 1

2
< θ < 1, since

h(1
2
) = 9

2
> 0 and h(1) = −6 < 0. So, h(x) < 0, for all x ∈]θ, +∞[, and h(x) > 0

for all x ∈ [0, θ[. It is clear that G′
0(x) = x2e−x8−xh(x) for all x ≥ 0. Thus, G0 is

decreasing on [θ, +∞[. The fact that θ < 1 allows us to say that:
- the function G0 is decreasing on the interval [π, +∞[;
- the function Gk is decreasing on the interval [0, +∞[ for every k ≥ 1.
For every fixed integer k ≥ 1, we have

Ik = lim
n→∞

∫ 2nπ

0
Gk(x) sin x dx.
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Clearly,
∫ 2nπ

0
Gk(x) sin x dx =

n−1
∑

l=0

∫ π

0



Gk



x + 2lπ


− Gk



x + (2l + 1)π




sin x dx,

for every integer n ≥ 1. Since sin x > 0 on ]0, π[, and all the functions Gk, k ≥ 1, are
decreasing on [0, +∞[, we have

∫ π

0



Gk



x + 2lπ


− Gk



x + (2l + 1)π




sin x dx > 0, l ≥ 0.

Accordingly, it follows that

Ik ≥
∫ π

0



Gk(x) − Gk(x + π)


sin x dx > 0, k ≥ 1.

For k = 0, let’s note first that G0 is nonnegative and continuous on [0, +∞[ and
decreasing on [2π, +∞[. By Lemma 2.4, in order to show that I0 > 0, it suffices to
show that

∫ 2π
0 G0(x) sin x dx > 0. Equivalently,

(2.21)
∫ π

0
G0(x) sin x dx > −

∫ 2π

π
G0(x) sin x dx.

On the one hand, we have

(2.22)
∫ π

0
G0(x) sin x dx =

∫ θ

0
G0(x) sin x dx +

∫ π

θ
G0(x) sin x dx.

By the fact that G0(x) sin x ≥ 0 for every x ∈ [0, π], the function G0 is decreasing on
the interval [θ, π], we can write

∫ π

θ
G0(x) sin x dx ≥ G0(π)

∫ π

θ
sin x dx = G0(π)



1 + cos θ


,

but, θ ∈]0, π
2
[, then

∫ π

θ
G0(x) sin x dx ≥ G0(π) = π3e−π8−π.

Since θ ∈]π
2
, π[⊂]0, π[, we get

∫ θ

0
G0(x) sin x dx ≥ e−θ8

∫ θ

0
x3e−x sin x dx ≥ e−1

∫ π

2

0
x3e−x sin x dx,

by an easy computation, we obtain
∫ π

2

0
x3e−x sin x dx =

35 sin(π
2
) − 19 cos(π

2
)

16
√

e
,

and hence,

(2.23)
∫ θ

0
G0(x) sin x dx ≥ 35 sin π

2
− 19 cos π

2

16e
√

e
= ϑ,

where ϑ ≈ 0.0014752.
From (2.22) and (2.23), we get

∫ π

0
G0(x) sin x dx ≥ η1,
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where η1 = ϑ + π3e−π8−π.
On the other hand, since sin x ≤ 0, for all x ∈ [π, 2π], we obtain

−
∫ 2π

π
G0(x) sin x dx = −

∫ 2π

π
x3e−x8−x sin x dx ≤ −e−π8

∫ 2π

π
x3e−x sin x dx,

by an easy computation, we get

−
∫ 2π

π
x3e−x sin x dx =

π

2
e−2π



6 + 12π + 8π2 + eπ(3 + 3π + π2)


≈ 1.8731,

and hence,

−
∫ 2π

π
G0(x) sin x dx ≤ η2,

where η2 = βe−π8

and β ≈ 1.8731.

Since η1 > η2, the condition (2.21) holds. Thus, I0 > 0. □

Proposition 2.2. The function U , given by (2.20), has the following properties.

i) The function U is even and all its zeros are placed symmetrically with respect

to the origin.

ii) For every integer k ≥ 0, sgn U((kπ)4) = (−1)k.

iii) For every integer k ≥ 0, there exists a unique solution ξk ∈
]

(kπ)4, ((k + 1)π)4
[

solution of the equation U(x) = 0, where x ∈ [(kπ)4, ((k + 1)π)4].

Proof. The property given by i) is immediate, by taking (2.20) into account.

By (2.20), sgn U(t) = sgn V (t
1

4 ) for all t ≥ 0. Since, V ′(x) = −t3e−t8−t sin(t) for

all t ≥ 0, then sgn V ′(t) = (−1)k+1 for all t ∈
]

kπ, (k + 1)π
[

and all integer k ≥ 0.

We have already seen that sgn V (kπ) = (−1)k for all integer k ≥ 0. Then, for every

integer k ≥ 0, there exists a unique τk ∈
]

kπ, (k + 1)π
[

solution to the equation

V (x) = 0, where x ∈ [kπ, (k + 1)π]. In view of (2.20), for every integer k ≥ 0, we infer

that sgn U((kπ)4) = (−1)k, and there exists a unique ξk = τ 4
k ∈

]

(kπ)4, ((k + 1)π)4
[

solution of the equation U(x) = 0, where x ∈ [(kπ)4, ((k + 1)π)4]. Thus, ii) and iii)
hold. □

3. An Auto-Integral Representation of the Normalized Hermite
Polynomials

Recall that the Stieltjes integral formula is given by [10]

(3.1)
∫ ∞

0
xp−1e−ax sin mx dx =

Γ(p)

(a2 + m2)
p

2

sin pθ,

for any positive real numbers p, q, m, with sin θ =
m

r
, cos θ =

a

r
, 0 < θ < π

2
and

r =
√

a2 + m2.
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From (3.1) taking with θ = π
4
, it comes that a = m = 1, and

∫ ∞

0
xp−1e−x sin x dx =

Γ(p)

2
p

2

sin
pπ

4
, p > 0.

In particular, for p = 4(n + 1), we get
∫ ∞

0
x4n+3e−x sin x dx = 0, n ≥ 0,

and the transformation x = t
1

4 , yields,

(3.2)
∫ ∞

0
tne−t

1

4 sin t
1

4 dt = 0, n ≥ 0.

On the other hand, by (3.1) and the recursion property of the Gamma function, to
known Γ(z + 1) = zΓ(z), for all z ∈ C such that z ≠ −n for every integer n ≥ 0, and
Γ(1) = 1, we can write

∫ ∞

0
xp−1e−ax sin mx dx =

Γ(p + 1)

(a2 + m2)
p

2

sin pθ

p
, p > 0,

and by letting p → 0+, we get
∫ ∞

0

e−ax sin mx

x
dx = θ.

For θ = π
4
, m = a = 1, the transformation x = t

1

4 , gives us

∫ ∞

0

e−t
1

4 sin t
1

4

πt
dt = 1,

and by taking (3.2) into account, we obtain
∫ ∞

−∞
tnW (t) dt = δn,0, n ≥ 0,

where

W (t) =











e−t
1

4 sin t
1

4

πt
, if t > 0,

0, if t ≤ 0.

This leads to the following integral representation of the Dirac mass δ0,

⟨δ0, p⟩ =
∫ ∞

−∞
W (t)p(t) dt = p(0), p ∈ P,

and more general to an integral representation of the Dirac mass δx, for every real
number x,

⟨δx, p⟩ =
∫ ∞

−∞
W (t − x)p(t) dt = p(x), p ∈ P.

Consequently, the following auto-integral representation of the normalized Hermite
polynomial Hn holds

Hn(x) =
∫ ∞

−∞
W (t − x)Hn(t) dt, n ≥ 0.
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CONNECTEDNESS OF THE CUT SYSTEM COMPLEX ON
NONORIENTABLE SURFACES

FATEMA ALI1,2 AND FERIHE ATALAN1

Abstract. Let N be a compact, connected, nonorientable surface of genus g with
n boundary components. In this note, we show that the cut system complex of N is
connected for g < 4 and disconnected for g ≥ 4. We then define a related complex
and show that it is connected for g ≥ 4.

1. Introduction

Complexes of curves and cut system complexes of surfaces are fundamental geo-
metric objects in geometric topology. Let S be a compact, connected, orientable or
nonorientable surface of genus g ≥ 1 with n boundary components. Complexes of
curves, denoted by C(S), have been introduced by Harvey in [3, 4]. Other geomet-
ric objects on surfaces include the cut system complex introduced by Hatcher and
Thurston in [5]. They have played an ever increasing role since then.

In this note, we show that the cut system complexes of nonorientable surfaces are
connected for g < 4 and disconnected for g ≥ 4. We then introduce a related complex
and show that it is connected for g ≥ 4.

.

2. Preliminaries

Let a be a simple closed curve on S and let Sa denote the surface obtained by
cutting S along a. We call a on the surface S nonseparating if Sa is connected, and
separating otherwise. We denote a curve or its isotopy class by the same notation
throughout this article. Let Σ be a compact, connected, orientable surface of genus g

with n boundary components. Let us consider collections of g disjoint nonseparating
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simple closed curves a1, a2, . . . , ag on Σ, whose complement Σ \ (a1 ∪ · · · ∪ ag) is a
sphere with 2g + n boundary components. The collection of their isotopy classes is
called a cut system on Σ. Let ⟨a1, a2, . . . , ag⟩ be a cut system on Σ. Assume that
for some k, a′

k is a nonseparating simple closed curve transversely intersecting ak at
exactly one point and disjoint from all ai for i ≠ k. Then if we replace ak by a′

k in the
cut system, we obtain another cut system on Σ. This operation of replacing curves is
called an elementary move. There are three special types of paths which is described
in [5]. These special types of paths play an important role in the construction of
the cut system complex. The cut system complex of a surface Σ is a cell complex
of dimension 2. Each cut system is a 0-cell (vertex) of this complex. If two cells
are related by an elementary move then these two 0-cells are joined by a 1-cell (an
unoriented edge) corresponding to this move. Now, we have a graph, in other words;
a 1-dimensional cell complex containing the 0-cells and the 1-cells. Finally, we attach
2-cells to this graph along the boundaries resulting from the three special types of
paths to get the complex.

Hatcher and Thurston showed that the cut system complex of an orientable surface
is connected in [5]. Later, Wajnryb proved the same result by elementary techniques
in [6].

An analogous complex for nonorientable surfaces seems to be the following. Let N

be a compact, connected nonorientable surface of genus g with n boundary components.
If the regular neighborhood of the curve a is a Möbius band or an annulus, then we
say that a is one-sided or two-sided, respectively. We note that all one-sided simple
closed curves on N are nonseparating. In addition, there are two topological types of
one-sided simple closed curves on nonorientable surfaces of odd genus g ≥ 3. Let a be
a one-sided simple closed curve. We call a a one-sided essential simple closed curve if
either g = 1 or g ≥ 2 and the surface Na is nonorientable. Otherwise, we say that a

is a one-sided characteristic simple closed curve. A cut system on the nonorientable
surface N is defined by taking a family of pairwise disjoint one-sided essential simple
closed curves. Explicitly, let ¶a1, a2, . . . , ag♢ be a collection of pairwise disjoint one-
sided essential simple closed curves on the surface N . Then, the collection of their
isotopy classes ⟨a1, a2, . . . , ag⟩ is said to be a cut system if the surface obtained from
N by cutting along all ai in the collection is a sphere with g +n boundary components.
Let ⟨a1, a2, . . . , ai−1, ai, ai+1, . . . , ag⟩ be a cut system on the surface N . Let a′

i be a
one-sided essential simple closed curve on the surface N disjoint from ak for k ≠ i,
1 ≤ i ≤ g and such that it intersects ai at one point and does not intersect other
one-sided essential simple closed curves in the collection ¶a1, a2, . . . , ag♢. Similar to
the orientable case, if we change ai by a′

i in the collection, and we get a new cut
system ⟨a1, a2, . . . , ai−1, a′

i, ai+1, . . . , ag⟩. This operation, introduced by Ashiba in [1],
is called an elementary move. Also, the cut system complex, denoted by O(N), of
a nonorientable surface is described in a similar fashion to the orientable case. As
we will show in the next section, unfortunately this complex is not connected for the
genus g ≥ 4.
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3. Main Theorem

In this section, firstly, we will explain below why O(N) is not connected for g ≥ 4.
Let v1 = ⟨d1, a2, . . . , ag⟩ and v2 = ⟨d2, a2, . . . , ag⟩ be vertices of the complex which
are connected by an edge. Let N̄ denote the surface N whose holes are filled with
discs. Since d1 and d2 intersect transversally once and they are disjoint from all
ai’s we see that the homology classes of d1 and d2 are the same. This is because
in the surface N̄ both sums of the homology classes [d1] + [a2] + · · · + [ag] and
[d2] + [a2] + · · · + [ag] are the Poincaré dual to the first Stiefel Whitney class so that
[d1] + [a2] + · · · + [ag] = [d2] + [a2] + · · · + [ag] and thus [d1] = [d2]. As a conclusion,
we see that if two vertices of the complex are connected by an edge path then the
homology classes of the isotopy classes in these vertices are pairwise identical in N̄ .
In other words, if two vertices have a non-common homology class represented by the
isotopy classes contained in them then these two vertices are not connected by an
edge path. Such isotopy classes can be found for any g ≥ 4, hence, the cut system
complex cannot be connected in that case.

The above explanation raises the following question.
Question. What if we take g − 1 pairwise disjoint one-sided essential simple closed
curves ¶a1, a2, . . . , ag−1♢ on N as vertices, would the corresponding cut system complex
made of these vertices be connected?

The answer is still negative. Indeed, if v1 = ⟨d1, a2, . . . , ag−1⟩ and
v2 = ⟨d2, a2, . . . , ag−1⟩ are vertices of the complex, which are connected by an edge
then cutting N along all ai’s, we see that d1 and d2 are two one-sided curves inside a
holed Klein Bottle intersecting transversally at one point. Hence again the homology
classes [d1] and [d2] must coincide in N̄ . Therefore, the cut system complex still is
not connected.

As a result of these observations, we have the following results.

Theorem 3.1. Let N be a nonorientable surface of genus g with n holes, where g < 4.

Then the cut system complex O(N) is connected.

Let us take g − 2 pairwise disjoint one-sided essential simple closed curves
¶a1, a2, . . . , ag−2♢ on N as vertices and let X(N) denote the corresponding cut system
complex made of these vertices. We call it partial cut system complex.

Theorem 3.2. Let N be a nonorientable surface of genus g with n holes, where g ≥ 4.

Then the partial cut system complex X(N) is connected.

The idea of the proofs is that any two vertices are connected by an edge path in
the complex. We use Wajnryb’s technique and follow his proof. The main ingredient
used in the proof is the following proposition which is proved by Atalan and Korkmaz
in [2].

Proposition 3.1. Let N be a nonorientable surface of genus g with n boundary

components. Let d1 and d2 be two one-sided essential simple closed curves on the



24 F. ALI AND F. ATALAN

surface N such that i(d1, d2) = k, where k ≥ 2. In this case, there is a one-sided

essential simple closed curve d such that i(d, d1) < k and i(d, d2) < k.

Proof of Theorem 3.1. Let g = 1. In this case, a cut system (on the surface N) con-
tains an isotopy class of a single curve. If two distinct one-sided curves intersect at
one point, we connect them by an edge. Since any two essential one-sided curves on
a genus one nonorientable surface intersect, using induction it follows from Proposi-
tion 3.1 that any two one-sided essential curves can be joined by an edge path in the
cut system complex O(N).

Let g = 2. Let v1 and v2 be any two vertices of the complex O(N). We will show
that there exists an edge path P = (v1 = s1, s2, . . . , sk = v2) connecting v1 and v2.
There are two cases.

Case 1. Suppose that the vertices v1 and v2 have one isotopy class of one-sided
essential simple closed curve in common, say d. Let us cut the surface N along the
curve d. The collection of the remaining one-sided essential simple closed curves
constitute two vertices of the cut system complex on the obtained surface of genus
one. We have showed that the complex O(N) is connected for g = 1. So, they can be
connected by a path. Including this common curve d to each of the vertices of this
path we obtain a path in O(N) connecting v1 to v2.

Case 2. Suppose that the vertices v1 and v2 do not have any common isotopy class
of one-sided essential simple closed curves. Let d1 and d2 be two different isotopy
classes of one-sided essential simple closed curves on N such that v1 and v2 contain d1

and d2, respectively. Then, we need to show that there exists an edge path connecting
v1 and v2. To prove this, as in the proof of Lemma 17 in [6], we will use induction on
i(d1, d2) = n.

There are three subcases.
Subcase (i). Let i(d1, d2) = 0. Then there is a vertex u containing both one-sided

essential curves d1 and d2. Hence, the vertex u is connected to v1 and v2 as in Case 1.
Subcase (ii). Let i(d1, d2) = 1. The regular neighborhood of d1 ∪ d2 is a two-holed

real projective plane. Let us denote Nd1∪d2
the surface obtained by cutting N along

d1 and d2. Since g = 2, Nd1∪d2
has necessarily two components, one of which is a

nonorientable surface of genus one, so that we can find a one-sided essential simple
closed curve disjoint from d1 and d2, say e. Now, we can find two vertices w1 and w2

in the complex O(N) which are joined by an edge and such that w1 and w2 contain
d1 and d2, respectively. In other words, w1 = ⟨d1, e⟩ and w2 = ⟨d2, e⟩ are connected
by an edge. Finally, we join v1 to w1 and v2 to w2 as in Case 1. Therefore, we can
connect v1 and v2.

Subcase (iii). Let i(d1, d2) = n > 1. By Proposition 3.1, there is a one-sided
essential simple closed curve d such that i(d1, d) < n and i(d2, d) < n. We choose a
vertex u containing d. By induction on n, we can connect the vertex u to v1 and v2

in the cut system complex O(N).
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For the case g = 3 the proof is the same as for the case g = 2 except the Subcase
(ii), which we include below.

Subcase (ii). Let i(d1, d2) = 1. Since g = 3 and d1 and d2 are both essential, Nd1∪d2

has necessarily two components. Moreover, either both components are nonorientable
of genus one or one of the components is a nonorientable surface of genus two and
the other is a sphere with holes. Hence, in each case, we can find two disjoint one-
sided essential simple closed curves e1 and e2 that they are both disjoint from d1 and
d2. Now, we can find two vertices w1 and w2 in the complex which are joined by
an edge and such that w1 and w2 contain d1 and d2, respectively. In other words,
w1 = ⟨d1, e1, e2⟩ and w2 = ⟨d2, e1, e2⟩ are connected by an edge. Finally, we join w1 to
v1 and v2 to w2 as in Case 1. Therefore, we can connect v1 and v2.

This completes the proof of the theorem. □

Proof of Theorem 3.2. We use induction on the genus of the surface N for g ≥ 4.
Let g = 4. As in the above proof, there are two cases.
Case 1. Assume that v1 and v2 have one isotopy class of one-sided essential curve

in common, say d. Let e and f be the other one-sided essential simple closed curves of
v1 and v2, respectively. In other words, let v1 = ⟨d, e⟩ and v2 = ⟨d, f⟩. We will show
that v1 is connected to v2 by an edge path. In this case, there are three possibilities.

• The one-sided essential curves e and f are disjoint. Then, since d is disjoint
from both e and f , and these all curves are one-sided essential, there is another
essential simple closed curve, say g, in the complement of d ∪ e ∪ f . Hence, we
can find an essential one-sided simple closed curve c representing Z2-homology
class [e] + [f ] + [g] such that c intersects each of e and f at only one point.
Thus, we obtain the required path.

• The one-sided essential curves e and f intersect at one point. Then there is
nothing to prove.

• The one-sided essential curves e and f intersect at least two points. Let us cut
the surface N along the curve d. We get a nonorientable surface of genus three,
say Nd, in which i(e, f) = k ≥ 2. First assume that the curves e and f are still
essential in Nd. Then, by Proposition 3.1, there is a one-sided essential simple
closed curve c such that i(e, c) < k and i(f, c) < k.

Now assume without loss of generality that the curve e is not essential in Nd. Hence
e is characteristic in Nd. Since f is one-sided and e is characteristic the integer k

must be odd. Take representatives for e and f and a push-off of f that intersects f

transversally at one point. Also a take a slight perturbation f ′ of the push-off. By
inspection we see that our curves must be as in the diagram at Figure 1.

This new curve f ′ has the same homology class as f . It has at most two components.
If it is connected then it, call it c, intersects f in one point and e in k −2 points. Since
k−2 is odd, c is still one-sided. If the f ′ is not connected, then by homology arguments
one of the components must be one-sided and the other one must be two-sided. The
one-sided component, call it c again, will intersect f in at most one point and e in at
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e

f ′ f

· · · · · ·

Figure 1.

most k − 2 points. The curve c may not be essential in Nd but certainly is essential
in N .

In particular, in all cases we have obtained a one-sided essential simple closed curve
c such that i(e, c) < k and i(f, c) < k. Finally, using an induction argument we obtain
two sequences of essential one-sided simple closed curves e = e0, e1, . . . , ej = c and
c = c0, c1, . . . , cs = f such that any two adjacent essential one-sided simple closed
curves in the sequences intersect once. Then the sequence e = e0, e1, . . . , ej = c =
c0, c1, . . . , cs = f gives the required path in X(N).

Case 2. Assume that the vertices v1 and v2 do not have any common isotopy class
of one-sided essential simple closed curves. Let d1 and d2 be two different isotopy
classes of one-sided essential simple closed curves on N such that v1 and v2 contain
d1 and d2, respectively. Then, we show that there exists an edge path connecting v1

and v2. To prove this, as in the proof of Lemma 17 in [6], we will use induction on
i(d1, d2) = n.

There are three subcases.
Subcase (i). Let i(d1, d2) = 0. Then, we can construct a vertex u = ⟨d1, d2⟩. Thus,

u is connected to v1 and v2 as in Case 1.
Subcase (ii). Let i(d1, d2) = 1. The regular neighborhood of d1 ∪ d2 is a two-holed

real projective plane. Then, there are two possibilities. One possibility is that Nd1∪d2

is a connected nonorientable surface of genus 1 (note that Nd1∪d2
cannot be connected

and orientable since both d1 and d2 are essential). Hence, we can find a one-sided
essential simple closed curve disjoint from d1 and d2. Again we can find two vertices
w1 and w2 containing d1 and d2, respectively, such that they are connected by an
edge. Hence, we join w1 to v1 and v2 to w2 as in Case 1. The other possibility is that
Nd1∪d2

is disconnected. We can notice that at least one component of Nd1∪d2
must

be nonorientable, so in this case we can also find a one-sided essential simple closed
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curve disjoint from d1 and d2, which allows to treat the disconnected case similarly.
Therefore, we can connect v1 and v2 by a path.

Subcase (iii). Let i(d1, d2) = n > 1. By Proposition 3.1, there is a one-sided
essential simple closed curve d such that i(d1, d) < n and i(d2, d) < n. Let us pick a
vertex u containing d. By induction on n, we can join u to v1 and v2.

Let g ≥ 5. By the induction hypothesis, we assume that the theorem holds for a
nonorientable surface of genus less than g. We will prove that the complex X(N) is
connected for a nonorientable surface of genus g. Let v1 and v2 be any two vertices of
the complex X(N). We will prove that these two vertices are connected by an edge
path.

Case 1. Suppose that v1 and v2 have one isotopy class of one-sided essential
curve in common, say d. Let us cut the surface N along the curve d. The collection
of the remaining one-sided essential simple closed curves constitute two vertices of
the cut system complex on the obtained surface of smaller genus. By the induction
hypothesis, they can be connected by a path. Including this common curve d to each
of the vertices of this path we obtain a path in X(N) connecting v1 to v2.

Case 2. Suppose that v1 and v2 do not have any common isotopy classes of one-
sided essential simple closed curves. Let d1 and d2 be two different isotopy classes of
one-sided essential simple closed curves on N such that v1 and v2 contain d1 and d2,
respectively. To prove the existence of an edge path joining v1 and v2, as in the proof
of Lemma 17 in [6], we will use induction on i(d1, d2) = n.

There are three subcases.
Subcase (i). Let i(d1, d2) = 1. The regular neighborhood of d1 ∪ d2 is a two-holed

real projective plane. Again, we have two possibilities. One possibility is that Nd1∪d2
is

a connected nonorientable surface of genus g − 3. So, one can choose pairwise disjoint
g − 3 one-sided essential curves disjoint from d1 and d2. Then, there are vertices w1

and w2 containing d1 and d2, respectively, such that they are joined by an edge. Thus,
we connect w1 to v1 and v2 to w2 as in Case 1. The other possibility is that Nd1∪d2

is
disconnected. However, by Theorem 3.10 in [2], we can find a sequence of essential
one-sided simple closed curves d1 = a1, a2, . . . , ak = d2 such that any two adjacent
curves ai and ai+1 in the sequence intersect once and Nai∪ai+1

is connected, where
Nai∪ai+1

is the surface obtained by cutting N along ai and ai+1. Therefore, using the
idea of the previous possibility, we can connect v1 and v2 by a path.

Subcase (ii). Let i(d1, d2) = 0. If [d1] + [d2] is not characteristic, then there is
a vertex u containing both curves d1 and d2. Hence, the vertex u is connected to v1

and v2 as in Case 1. Now, assume that [d1] + [d2] is characteristic, in this case g ≥ 6.
Then, [d2] is characteristic on Nd1

which is a connected nonorientable surface of genus
g ≥ 5. Without lost of generality, we can choose a one-sided essential curve c on Nd1

,
which is not characteristic such that i(c, d2) = 1. This implies that [c] + [d1] is not
characteristic on N . So there is a vertex u containing both curves d1 and c. Now, we
can connect the vertex u and v1 as in Case 1. Moreover, u can be connected to v2

because i(c, d2) = 1 by Subcase (i) above.



28 F. ALI AND F. ATALAN

Subcase (iii). Let i(d1, d2) = n > 1. By Proposition 3.1, there is a one-sided
essential simple closed curve d such that i(d1, d) < n and i(d2, d) < n. We pick a
vertex u containing d. By induction on n, we can connect the vertex u to v1 and v2

in the partial complex X(N).
This finishes the proof of the theorem. □
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wMB-PROPERTY OF ORDER p IN BANACH SPACES

MANIJEH BAHREINI ESFAHANI1

Abstract. In this paper, we introduce a new property of Banach spaces called
wMB-property of order p (1 ≤ p < ∞). A necessary and sufficient condition for a
Banach space to have the wMB-property of order p is given. We study p-convergent
operators and weakly-p-L-sets. Banach spaces with the wMB-property of order p

are characterized. Also, the Dunford-Pettis property of order p and DP ∗-property
of order p are studied in Banach spaces. Finally we show the relation between
Pelczynski’s property (V ) and wMB-property of order p.

1. Introduction

In 1993, J. M. F. Castillo and F. Sanchez in their fundamental paper [6], extend
unconditionally converging operators and completely continuous (or Dunford-Pettis)
operators to the general case by introducing p-convergent operators, 1 ≤ p ≤ ∞.
First the authors introduced weakly-p-summable sequences and weakly-p-convergent
sequences, in the case of p = ∞, weakly-∞-convergent sequences are simply the
weaky convergent sequences. Then they introduced p-convergent operators. The
1-convergent operators are simply the unconditionally converging operators and ∞-
convergent operators are simply the completely continuous operators.

Ghenciu in 2018, introduced the concept of weakly-p-L-set in a dual space 1 ≤ p <

∞. A weakly-q-L-set in X∗ is a weakly-p-L-set in X∗ if p < q [14].
In this paper, p-convergent operators and weakly-p-L-set in X∗ are used to introduce

a new property of Banach spaces called wMB-property of order p, 1 ≤ p < ∞.
We prove that a Banach space X has wMB-property of order p provided every
unconditionally converging operator T : X → ℓ∞ is p-convergent.

Key words and phrases. p-Convergent operators, weakly-p-L-sets, Dunford-Pettis property of
order p.
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Carrion, Galindo and Lourenco in [5] define and discuss the variant of the classical
Dunford-Pettis property, called (DP ∗P ) in Banach spaces. In [18], E. D. Zeekoei
and J. H. Fourie introduced the DP ∗-property of order p on Banach spaces (DP ∗P p).
Clearly, in case of p = ∞, we have DP ∗P = (DP ∗P ∞).

In [6], Castillo and Sanchez also introduced the Dunford-Pettis property of order p in
Banach spaces in 1 ≤ p < ∞, which is a generalization of the classical Dunford-Pettis
property.

Finally, the concepts of the Dunford-Pettis property of order p and DP ∗-property
of order p are studied in Banach spaces. We prove that (wMB) property of order p

implies the Dunford-Pettis property of order p in Banach spaces.

1.1. Definitions and Notation. By an operator, we mean a bounded linear operator.
Let X, Y be Banach spaces. We denote by L(X, Y ) the space of all operators from
X into Y . For an operator T : X → Y , the adjoint of T is denoted by T ∗. For a
Banach space X, the closed unit ball of X is denoted by BX and the identity map on
X is denoted by IX . We denote by K(X, Y ) the space of all compact operators from
X into Y and W (X, Y ) the space of all weakly compact operators from X into Y .

Our discussion will make use of several definitions from the paper [6]. Let X be a
Banach space.

First we recall the definition of the weakly-p-summable sequences.
Let 1 ≤ p < ∞, p∗ denotes the conjugate of p. If p = 1, ℓp∗ plays the role of c0.

The unit vector basis of ℓp is denoted by (en).
Let 1 ≤ p < ∞ and X be a Banach space. The set of all p-summable sequences in

X with the natural norm

∥(xn)∥p =



∞
∑

i=1

♣xn♣p


1

p

is denoted by ℓp(X).
Let 1 ≤ p < ∞. A sequence (xn) in a Banach space X is called weakly p-summable

if (x∗xn) ∈ ℓp, for all x∗ ∈ X∗. In other words, a sequence (xn) in X is weakly
p-summable if

∞
∑

n=1

♣⟨xn, x∗⟩♣p < ∞,

for each x∗ ∈ X∗ (see [9]). The set of all weakly p-summable sequences in X, endowed
with the norm

∥(xn)n∥p
w = sup









∞
∑

i=1

♣⟨xi, x∗⟩♣p


1

p

: x∗ ∈ BX∗







is denoted by ℓp
w(X).

For p = 1, weakly 1-summable sequences correspond to weakly unconditionally
converging series; For p = ∞, weakly ∞-summable sequences are just weakly null
sequences in X, i.e., sequences which are in c0

w(X).
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Ansari in 1995 showed that for 1 < p < ∞, we have L(ℓp∗ , X) =K(ℓp∗ , X) if
and only if weakly-p-summable sequences in X are norm null, i.e., if and only if
idX ∈ Cp(X, X) (see [1]).

Let 1 ≤ p ≤ ∞. A sequence (xn) in a Banach space X is said to be weakly-p-
convergent to x ∈ X if the sequence (xn − x) is weakly-p-summable in X (see [6]).
The weakly-∞-convergent sequences are simply the weakly convergent sequences.

Recall that a series
∑

xn is weakly unconditionally converging if and only if
∑

♣x∗(xn)♣ < ∞ for each x∗ ∈ X∗ and the series
∑

xn is unconditionally converg-
ing if and only if every rearrangement converges in the norm topology of X.

An operator T : X → Y is unconditionally converging if it maps weakly 1-summable
sequences to (unconditionally) 1-summable sequences, i.e., T takes weakly uncondi-
tionally converging series in X into unconditionally convergent series in Y . The set of
all unconditionally converging operators from X to Y will be denoted by UC(X, Y ).

An operator T : X → Y is completely continuous (Dunford-Pettis) if it maps
weakly null sequences to norm null sequences. The set of all completely continuous
operators from X to Y will be denoted by CC(X, Y ).

In [3], space of unconditionally converging operators and space of completely con-
tinuous operators have been studied. Recently in [2], the author investigated how
some localized properties can be used to study more global structure properties.

Finally, let us recall the definition of the L- sets and V -sets in dual spaces.
A bounded subset A of X∗ is called a V -subset of X∗ if

lim
n

(sup¶♣x∗(xn)♣ : x∗ ∈ A♢) = 0,

for each weakly unconditionally converging series
∑

xn in X.
A Bounded subset A of X∗ is called an L-subset of X∗ if

lim
n

(sup¶♣x∗(xn)♣ : x∗ ∈ A♢) = 0,

for each weakly null sequence (xn) in X.
The reader is referred to Diestel [8] or Dunford-Schwartz [10] for undefined notation

and terminology.

2. Main Results

We begin this section with a simple, but extremely useful, characterization of
p-convergent operators. The concept of p-convergent operators for 1 ≤ p ≤ ∞ is
introduced in [6]. It is well-known that p-summing operators take weakly p-summable
sequences to p-summable sequences.

Let 1 ≤ p ≤ ∞. An operator T : X → Y is called p-convergent if T transforms
weakly-p-summable sequences into norm-null sequences. The class of p-convergent
operators from X into Y is denoted by Cp(X, Y ).

The 1-convergent operators are precisely the unconditionally converging operators
and ∞-convergent operators are precisely the completely continuous operators. Obvi-
ously, Cq(X, Y ) ⊂ Cp(X, Y ), when p < q.
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In this section, we study weakly-p-L- sets and 1 ≤ p < ∞ and V -sets, and then
introduce a new property for Banach spaces.

Ghenciu in [14], introduced the concept of weakly-p-L-set, 1 ≤ p < ∞, in dual
space.

Let 1 ≤ p < ∞. A Bounded set A in X∗ is called a weakly-p-L-set in X∗ if

lim
n

(sup¶♣x∗(xn)♣ : x∗ ∈ A♢) = 0,

for each weakly p-summable sequences (xn) in X.
The weakly-1-L-set in X∗ are precisely the V -subset of X∗. If p < q, then a

weakly p-summable sequences in X is a weakly q-summable sequences in X, i.e.,
ℓp

w(X) ⊆ ℓq
w(X). Hence a weakly-q-L-set in X∗ is a weakly-p-L-set in X∗, and thus

every weakly-q-L-set in X∗ is a V -set of X∗ for 1 < q. In the following, we will give
equivalent characterizations of Banach spaces which the converse statement holds.

Now we are ready to give our new property for Banach spaces using the concept of
weakly-p-L-sets.

Definition 2.1. Let 1 ≤ p < ∞. A Banach space X has the wMB-property of order
p (wMBp) if every V -set in X∗ is a weakly-p-L- set of X∗.

Recall that T : Y → X is an unconditionally converging operator if and only if
T ∗(BY ∗) is a V -set in X∗. Ghenciu generalized this characterization of uncondition-
ally converging operators to p-convergent operators in terms of weakly-p-L-sets and
compact operators [14]. The following two theorems, which give a characterization of
p-convergent operators, play an important role in this study.

Theorem 2.1 ([14], Theorem 13). Let 1 ≤ p < ∞. Let T : Y → X be an operator.

The following are equivalent:

(i) T is p-convergent;

(ii) for any operator S : ℓp∗ → X if 1 < p < 1 (resp. S : c0 → X if p = 1), the

operator TS is compact.

Theorem 2.2 ([14], Theorem 14). Let 1 ≤ p < ∞. Let T : Y → X be an operator.

The following are equivalent:

(i) T ∗(BX∗) is a weakly-p-L-set;

(ii) T is p-convergent.

In the next theorem which is our main result, we characterize Banach spaces with
wMB-property of order p. A necessary and sufficient condition for a Banach space
to have the wMB-property of order p has given. We prove that a Banach space
X has wMB-property of order p if and only if for every Banach space Y , every
unconditionally converging operator T : X → Y is p-convergent.

Theorem 2.3. Let 1 ≤ p < ∞. The following statements are equivalent about a

Banach space X.

(i) X has the wMB-property of order p.
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(ii) For every Banach space Y , if T : X → Y is an unconditionally converging

operator, then T is p-convergent.

(iii) Same as (ii) with Y = ℓ∞.

Proof. (i) ⇒ (ii) Suppose that Y is a Banach space and T : X → Y is unconditionally
converging. Then T ∗(BY ∗) is a V -set, and hence is weakly-p-L-set in X∗, since X has
the wMB-property of order p. Note that, for all weakly p-summable sequences (xn)
in X

∥T (xn)∥ = sup¶♣⟨xn, T ∗(y∗)⟩♣ : y∗ ∈ B∗
Y ♢.

Thus T is p-convergent.
(ii) ⇒ (iii) is obvious.
(iii) ⇒ (i) Suppose that A is a V -set in X∗ and (x∗

n) be a sequence in A. Define
T : ℓ1 → X∗ by T (b) =

∑

n bnx∗
n for b = (bn) ∈ ℓ1. Note that T ∗

|X
: X → ℓ∞ and

T ∗(x) = (x∗
i (x)). Let (xn) be a weakly p-summable sequence in X, then (xn) is a

weakly 1-summable sequence, since p > 1. But A is a V -set, hence

∥T ∗(xn)∥ = sup
i

♣x∗
i (xn)♣ −→ 0.

Therefore, T ∗
|X

is unconditionally converging, and hence T ∗
|X

is p-convergent. Let (xn)
be a weakly p-summable in X and y ∈ Bℓ1

. Then

♣T (y)(xn)♣ = ♣T ∗(xn)(y)♣ ≤ ∥T ∗(xn)∥ −→ 0.

Thus, T (Bℓ1
) is a weakly-p-L-set in X∗, and hence X has wMB-property of order p.

□

Our first result gives a characterization of unconditionally converging operators in
terms of weakly-p-L-sets.

Corollary 2.1. Let 1 ≤ p < ∞. The following statements are equivalent about a

Banach space X.

(i) X has the wMB-property of order p.

(ii) If T : X → Y is an unconditionally converging operator, for every Banach

space Y , then T ∗ maps bounded sets in Y ∗ onto weakly-p-L-sets in X∗.

Another result from Theorem 2.3 gives a characterization of Banach spaces with
the wMB-property of order p in terms of weakly p-convergent operators. Let us recall
definition of the weakly p-convergent operators from [18].

Let 1 ≤ p ≤ ∞. An operator T : X → Y is called weak p-convergent if (y∗
n(Txn))

converges to 0 for every sequence (xn) ∈ ℓp
w(X) and every weakly null sequence (y∗

n)
in Y ∗.

Obviously, each p-convergent operator is weak p-convergent. Zeekoei and Fourie
showed that, for 1 ≤ p < ∞ and operator T : Y → X, T is weak p-convergent if and
only if for every weakly compact operator S : Y → Z, the operator ST is p-convergent.
If S be the identity map on Y , then we have the following result.
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Corollary 2.2. Let 1 ≤ p < ∞. Let X and Y be Banach spaces and Y be reflex-

ive. Then X has the wMB-property of order p if and only if every unconditionally

converging operator T : X → Y is weak p-convergent.

In Theorem 2.3, we showed that if T : X → Y is p-convergent whenever T is an
unconditionally converging, then X has the wMB-property of order p. In the next
theorem we extend this result to the second adjoint operators. In fact, we show that
X has the wMB-property of order p whenever unconditionally converging operator
T implies that the second adjoint operator T ∗∗ is p-convergent.

Theorem 2.4. Let 1 ≤ p < ∞. Let X be a Banach space and T : X → Y is an oper-

ator, for every Banach space Y . If T ∗∗ is p-convergent whenever T is unconditionally

converging, then X has the wMB-property of order p.

Proof. Suppose T : X → Y is an unconditionally converging operator. Then by
assumption, the second adjoint operator T ∗∗ : X∗∗ → Y ∗∗ is p-convergent. Now, let
ηX : X → X∗∗ and ηY : Y → Y ∗∗ be the natural embedding of X onto X∗∗ and
Y ∗∗, respectively. Thus, T ∗∗ηX is p-convergent, and hence ηY T is p-convergent. Let
S : ℓp∗ → X if 1 < p < 1 (resp. S : c0 → X if p = 1), hence operator ηY TS is compact
by Theorem 2.1 , thus TS is compact and again using Theorem 2.1, T is p-convergent.
Finally, Theorem 2.3, implies that X has the wMB-property of order p. □

Now we study the relation between the wMB-property of order p and the Dunford-
Pettis property of order p.

A Banach space X has the Dunford-Pettis property if for every Banach space Y ,
every weakly compact operator T : X → Y transforms weakly compact sets of X

into norm compact sets in Y , i.e., W (X, Y ) ⊆ CC(X, Y ). In other words, for every
Banach space Y , every weakly compact operator T : X → Y is completely continuous.

Castillo and Sanchez introduced a weaker property called Dunford-Pettis property
of order p (DPPp) (see [6]).

Let 1 ≤ p ≤ ∞. A Banach space X has the Dunford-Pettis property of order p if
every weakly compact operator T : X → Y is p-convergent, for any Banach space Y ,
i.e., W (X, Y ) ⊆ Cp(X, Y ).

Clearly Dunford-Pettis property of order p implies Dunford-Pettis property of order
q whenever p < q. Also Dunford-Pettis property of order ∞ is precisely Dunford-Pettis
property and every Banach space has Dunford-Pettis property of order 1.

Next theorem shows that the wMB-property of order p implies the Dunford-Pettis
property of order p.

Theorem 2.5. Let 1 ≤ p < ∞. Let Banach space X has the wMB-property of order

p. Then X has the Dunford-Pettis property of order p.

Proof. Let Y be any Banach space and T : X → Y is weakly compact. Then it is
easy to see that T is unconditionally converging operator. By using Theorem 2.3, T

is p-convergent, since X has wMB-property of order p. □
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Finally, the concepts of the Dunford-Pettis property of order p and DP ∗-property
of order p are studied in Banach spaces.

Carrion, Galindo and Lourenco in [5] define and discuss the variant of the classical
Dunford-Pettis property, called (DP ∗P ) in Banach spaces.

A Banach space X has the DP ∗-property (DP ∗P ) if every weakly compact sets in
X are limited. In other words, every w∗-null sequence (x∗

n) in X∗, converges uniformly
to 0 on all weakly compact sets in X.

Zeekoei and Fourie in [18], introduced the DP ∗-property of order p on Banach
spaces (DP ∗P p).

Let 1 ≤ p ≤ ∞. A Banach space X has the DP ∗-property of order p (DP ∗P p) if
every weakly-p-compact sets in X are limited.

Clearly, DP ∗Pq implies DP ∗Pp if p < q. Also the DP ∗-property implies DP ∗-
property of order p for 1 ≤ p < ∞ and DP ∗P = (DP ∗P ∞).

We prove that wMB-property of order p implies the Dunford-Pettis property of
order p in Banach spaces.

Theorem 2.6. Let 1 ≤ p < ∞. Let X be a Grothendick space with the wMB-property

of order p. Then X has the DP ∗-property of order p.

Proof. Since Banach space X is Grothendick, the Dunford-Pettis property of order p

implies the DP ∗-property of order p. Now , Theorem 2.5 gives the result. □

Corollary 2.3. Let 1 ≤ p < ∞. Let X be a reflexive space with the wMB-property

of order p. Then X has the DP ∗-property of order p.

The following result gives another characterization of Banach spaces witch have the
wMB-property of order p.

Corollary 2.4. Let 1 ≤ p < ∞. Let Banach space X has the wMB-property of order

p. Then every weakly compact operator T from X into c0 is p-convergent.

It was shown in [14] that if 1 ≤ p < ∞ and A is a bounded subset of a Banach
space X, then A is weakly-p-L-subset of X∗ if and only if (xn) is a weakly p-summable
sequence in X and (x∗

n) is a sequence in X∗, then lim x∗
n(xn) = 0. We generalize this

result to weakly p-summable sequences in X and weakly null sequences (x∗
n) in X∗ if

X has the wMB-property of order p.

Theorem 2.7. Let 1 ≤ p < ∞. Let Banach space X has the wMB-property of order

p. If (xn) is a weakly p-summable sequence in X and (x∗
n) is a weakly null sequence

in X∗, then lim x∗
n(xn) = 0.

Proof. Suppose (xn) is a weakly p-summable sequence in X and (x∗
n) is a weakly null

sequence in X∗. Let T : X → c0 such that Tx = (x∗
n). Thus, T ∗ is weakly compact

and T is p-convergent by Corollary 2.4 Therefore, (Txn) is norm-null sequence, and
hence lim x∗

n(xn) = 0. □
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In our last result we investigate the converse of Theorem 2.5. We show that if a
Banach space X has the wMB-property of order p, then X has the Dunford-Pettis
property of order p for 1 ≤ p < ∞.

Recall that a Banach space X has Pelczynski’s property (V ) if every V -subset of
X∗ is weakly sequentially compact in the weak topology of X∗. Equivalently, X

has Pelczynski’s property (V ) if for every Banach space Y , every unconditionally
converging operator T : X → Y is weakly compact (see [15]).

Theorem 2.8. Let 1 ≤ p < ∞. Let X be a Banach space with Dunford-Pettis property

of order p. If X has Pelczynski’s property (V ), then X has wMB-property of order p.

Proof. Suppose Y is any Banach space and operator T : X → Y is unconditionally
converging. Then T is weakly compact, since X has the Pelczynski’s property (V ).
Now as X has the Dunford-Pettis property of order p, then T is p-convergent. Thus,
X has wMB-property of order p. □

References

[1] S. I. Ansari, On Banach spaces Y for which B(C(Ω, Y ) = KC(Ω, Y ), Pacific J. Math. 169(2)
(1995), 201–218.

[2] M. E. Bahreini, Dunford-Pettis sets, V ∗-sets, and property (MB∗), Iran. J. Sci. Technol. Trans.
A Sci. 42(4) (2018), 2289–2292.

[3] M. E. Bahreini, E. M. Bator and I. Ghenciu, Complemented subspaces of linear bounded operators,
Canad. Math. Bull. 55(3) (2012), 449–461.

[4] E. M. Bator, Remarks on completely continuous operators, Bull. Pol. Acad. Sci. Math. 37 (1987),
409–413.

[5] H. Carrion, P. Galindo and M. L. Lourenco, A stronger Dunford-Pettis, Studia Math. 3 (2008),
205–216.

[6] J. Castillo and F. Sanchez, Dunford-Pettis like properties of countinuous vector function spaces,
Revista Mathematica de la Universidad Complutense de Madrid 6 (1993), 43–59.

[7] J. Diestel, A survey of results related to the Dunford-Pettis property, Contemp. Math. 2 (1980),
15–60.

[8] J. Diestel, Sequences and Series in Banach Spaces, Grad Texts in Math 92, Springer-Verlag,
Berlin, 1984.

[9] J. Diestel, H. Jarchow and A. Tonge, Absolutely Summing Operators, Cambridge Stud. Adv.
Math. 43, Cambridge University Press, Cambridge, 1995.

[10] N. Dunford and J. T. Schwartz, Linear Operators, Part I: General Theory, Wiley-Interscience,
New York, 1958.

[11] G. Emmanuele, Banach spaces in which Dunfrd-Pettis sets are relatively compact, Arch. Math.
58 (1992), 477–485.

[12] H. Fourie and J. Swart, Banach ideals of p-convergent operators, Manuscripta Math. 26 (1979),
349–362.

[13] H. Fourie and D. Zeekoei, DP ∗-properties of order p on Banach spaces, Quaest. Math. 37(3)
(2014), 349–358.

[14] I. Ghenciu, The p-Gelfand Phillips property in spaces of operators and Dunford-Pettis like sets,
Acta Math. Hungar. 155 (2018), 439–457.

[15] A. Pelczynski, Banach spaces on which every unconditionally converging operator is weakly

compact, Bull. Acad. Polon. Sci., Sér. Sci. Math. Astronom. Phys. 10 (1962), 641–648.



wMB-PROPERTY OF ORDER p 37

[16] P. Saab and B. Smith, Spaces on which every unconditionally converging operators are weakly

completely continuous, Rocky Mountain J. Math. 22(3) (1992), 1001–1009.
[17] T. Schlumprecht, Limited sets in Banach spaces, Dissertation, Munich, 1987.
[18] E. D. Zeekoei and J. H. Fourie, On p-convergent operators on Banach Lattices, Acta Math. Sin.

34(5) (2018), 873–890.

1Department of Mathematics,
University of Khansar,
Khansar, Iran
Email address: mebahreini@yahoo.com

Email address: mebahreini@khansar-cmc.ac.ir





Kragujevac Journal of Mathematics

Volume 46(1) (2022), Pages 39–47.

REFINING SOME INEQUALITIES FOR FRAMES WITH

SPECHT’S RATIO

FAHIMEH SULTANZADEH1, MAHMOUD HASSANI1, MOHSEN ERFANIAN OMIDVAR1,
AND RAJAB ALI KAMYABI GOL2

Abstract. We give a new lower bound in some inequalities for frames in a Hilbert
space. If ¶fi♢i∈I is a Parseval frame for the Hilbert space H with frame operator
Sf =

∑

i∈I⟨f, fi⟩fi, then, for every J ⊂ I and f ∈ H, we have



1 + 2α

2 + 2α



∥f∥2 ≤
∑

i∈J

♣⟨f, fi⟩♣
2 +

∥

∥

∥

∥

∥

∑

i∈Jc

⟨f, fi⟩fi

∥

∥

∥

∥

∥

2

,

where α = inf
{

R
(

∥SJc f∥
∥SJ f∥



: f ∈ H, J ⊂ I
}

with Specht’s ratio R. Also we obtain

some improvements of the inequalities for general frames and alternate dual frames
under suitable conditions. Our results refine the remarkable results obtained by
Balan et al. and Gavruta.

1. Introduction

Frame theory was introduced by Duffin and Schaeffer [6] in 1952. Frames are an
essential tool for many emerging applications. Their main advantage is the fact that
frames can be designed to be redundant while still providing reconstruction formulas.
Due to their numerical stability, tight frames and, in particular, Parseval frames are of
increasing interest in applications (see [5, 7, 13]). Let (H, ⟨·, ·⟩) be a separable Hilbert
space. We denote by L(H) the algebra of all linear operators on H. The space ℓ2(I) is
the set of ¶ai♢i∈I such that ai ∈ C and

∑

i∈I ♣ai♣
2 < ∞ when I is a finite or countable

set. A frame for H is a family of vectors F = ¶fi♢i∈I in H which satisfies

(1.1) A∥f∥2 ≤
∑

i∈I

♣⟨f, fi⟩♣
2 ≤ B∥f∥2, for every f ∈ H,

Key words and phrases. Specht’s ratio, frame, Parseval frame, inequality.
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for positive constants 0 < A ≤ B. The bounded, invertible, and positive linear
operator S : H → H defined by

Sf =
∑

i∈I

⟨f, fi⟩fi, f ∈ H,

is known as the frame operator associated to F . It allows reconstruction of each vector
f ∈ H in terms of the family F as follows:

f =
∑

i∈I

⟨f, S−1fi⟩fi =
∑

i∈I

⟨f, fi⟩S
−1fi.

If F is a Parseval frame, that is, S = id, then the reconstruction formula resembles
the Fourier series of f associated to an orthonormal basis B = ¶bj♢j∈J of H:

f =
∑

j∈J

⟨f, bj⟩bj,

but the frame coefficients ¶⟨f, fi⟩♢i∈I given by F = ¶fi♢i∈I allow us to reconstruct f
even when some of these coefficients are corrupted (see [6]).

Balan et al. [1] and Gavruta [9] established several identities and inequalities for
frames in Hilbert spaces. Furuichi [8] refined Young inequalities with Specht’s ratio
and introduced their properties. In this paper, first we use this improved inequality
in some inequalities for Parseval frames and get new inequalities. Thereafter we give
improvements for general frames. However our main focus will be on Parseval frames
because of their importance in applications, particularly for signal processing. Finally
we give improvements for alternative dual frames too.

2. Notation and Preliminary Results

2.1. Frames in Hilbert space. In the definition of frame for Hilbert spaces, the
optimal constants (maximal for A and minimal for B) are known as the upper and
lower frame bounds, respectively. If A = B, then this frame is called an A-tight frame,
and if A = B = 1, then it is called a Parseval frame. If a family of vectors F = ¶fi♢i∈I

satisfies the upper bound condition (1.1), we call F a Bessel family. Associated with
each frame F = ¶fi♢i∈I , there are three linear and bounded operators:

T : ℓ2(I) → H, Tx =
∑

i∈I⟨x, ei⟩fi (synthesis operator);
T ∗ : H → ℓ2(I), T ∗(f) = ¶⟨f, fi⟩♢i∈I , (analysis operator);
S : H → H, Sf = TT ∗f =

∑

i∈I⟨f, fi⟩fi (frame operator),
where ¶ei♢i∈I is the standard orthonormal basis of ℓ2(I). The inequalities (1.1) imply
that S is a (positive) self-adjoint invertible operator, and it allows reconstruction of
each vector f ∈ H in terms of the family F as follows:

f =
∑

i∈I

⟨f, S−1fi⟩fi =
∑

i∈I

⟨f, fi⟩S
−1fi.

Then the family ¶f̃i♢i∈I , where f̃i = S−1fi, i ∈ I, is also a frame for H called the
canonical dual frame of the F = ¶fi♢i∈I .
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In general, the Bessel family ¶gi♢i∈I is called an alternative dual of the frame
F = ¶fi♢i∈I if the following formula holds:

f =
∑

i∈I

⟨f, gi⟩fi, for all f ∈ H.

If ¶fi♢i∈I is a frame for H for everyJ ⊂ I we define the operator

SJf =
∑

i∈J

⟨f, fi⟩fi

and denote J c = I \ J . It follows that S = SJ + SJc . By this definition, it is clear
that if J1 ⊆ J2, then ∥SJ1

f∥ ≤ ∥SJ2
f∥.

For more details, we refer the reader to [2–4,10,12]. In [1], Balan et al. proved the
following identity for Parseval frames:

(2.1)
∑

i∈J

♣⟨f, fi⟩♣
2 −

∥

∥

∥

∥

∥

∑

i∈J

⟨f, fi⟩fi

∥

∥

∥

∥

∥

2

=
∑

i∈Jc

♣⟨f, fi⟩♣
2 −

∥

∥

∥

∥

∥

∑

i∈Jc

⟨f, fi⟩fi

∥

∥

∥

∥

∥

2

.

Moreover, in [1] the following inequality was obtained

(2.2)
3

4
∥f∥2 ≤

∑

i∈J

♣⟨f, fi⟩♣
2 +

∥

∥

∥

∥

∥

∑

i∈Jc

⟨f, fi⟩fi

∥

∥

∥

∥

∥

2

.

See [9, 11] for further details. In fact, identity (2.1) was obtained as a particular case
from the following result for general frames:

(2.3)
∑

i∈J

♣⟨f, fi⟩♣
2 +

∑

i∈I

♣⟨SJcf, f̃i⟩♣
2 =

∑

i∈Jc

♣⟨f, fi⟩♣
2 +

∑

i∈I

♣⟨SJf, f̃i⟩♣
2.

Inequality (2.2) leads us to introduce, for a Parseval frame, the numbers

v+(F ; J) = sup
f ̸=0

∥
∑

i∈J⟨f, fi⟩fi∥
2 +

∑

i∈Jc ♣⟨f, fi⟩♣
2

∥f∥2
,

v−(F ; J) = inf
f ̸=0

∥
∑

i∈J⟨f, fi⟩fi∥
2 +

∑

i∈Jc ♣⟨f, fi⟩♣
2

∥f∥2
.

Recall that v+(F ; J) is called the upper index of F relative to J and v−(F ; J) is called
the lower index of F relative to J .

Gavruta [9] presented basic properties of these indexes.

2.2. Improved Young inequality with Specht’s ratio. The well-known Young
inequality says that (1 − v)a + vb ≥ a1−vbv for positive numbers a, b and v ∈ [0, 1]. A
refinement of this inequality is given in the following proposition.

Lemma 2.1 ([8]). Specht’s ratio

R(h) ≡
h

1

h−1

e log h
1

h−1

, h ̸= 1, h > 0,

has the following properties:

(i) R(1) = 1 and R(h) = R(1/h) > 1 for h > 0;
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(ii) R(h) is a monotone increasing function on (1, ∞);
(iii) R(h) is a monotone decreasing function on (0, 1).

Proposition 2.1 ([8]). For a, b > 0 and v ∈ [0, 1], it follows that

(1 − v)a + vb ≥ R

((

b

a

r

a1−vbv,

where r ≡ min¶v, 1 − v♢ and R(·) is Specht’s ratio.

2.3. Operator Theory. We first state a basic result from operator theory. The
following lemma appeared in [1].

Lemma 2.2. If S, T ∈ L(H) satisfy S + T = id, then S − T = S2 − T 2.

Proof. The proof follows from

S − T = S − (id − S) = 2S − id = S2 − (id − 2S + S2) = S2 − (id − S)2 = S2 − T 2.

□

3. Main Results

In this section, first we improve the left-hand-side of inequality (2.2) with Specht’s
ratio. Thereafter in Lemma 3.1 improvements for self-adjoint operators are given,
which we apply for general frames. Finally in Theorems 3.3 and 3.4, we present the
results for alternate dual frames.

Theorem 3.1. If ¶fi♢i∈I is a Parseval frame for the Hilbert space H with frame

operator S, then, for every ∅ ≠ J ⊂ I and f ∈ H, it follows that

(3.1)


1 + 2α

2 + 2α



∥f∥2 ≤
∑

i∈J

♣⟨f, fi⟩♣
2 +

∥

∥

∥

∥

∥

∑

i∈Jc

⟨f, fi⟩fi

∥

∥

∥

∥

∥

2

,

where α = inf
{

R
(

∥SJc f∥
∥SJ f∥



: f ∈ H, J ⊂ I
}

.

Proof. Since

∥f∥2 = ∥SJf + SJcf∥2 ≤ ∥SJf∥2 + ∥SJcf∥2 + 2∥SJf∥∥SJcf∥,

by letting v = 1

2
, a = ∥SJf∥ and b = ∥SJcf∥ in Proposition 2.1, we have

∥f∥2 ≤ (∥SJf∥2 + ∥SJcf∥2)



1 +
1

R
(

∥SJc f∥
∥SJ f∥





 .

Put α = inf
{

R
(

∥SJc f∥
∥SJ f∥



: f ∈ H, J ⊂ I
}

, then


α

1 + α



id f, f


≤ ⟨(S2

J + S2

Jc)f, f⟩.

This implies that


α

1 + α



id ≤ S2

J + S2

Jc .
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So,


α

1 + α
+ 1



id ≤ SJ + S2

Jc + SJc + S2

J .

Now, by applying Lemma 2.2, it follows that


1 + 2α

2 + 2α



id ≤ SJ + S2

Jc .

Hence,



1 + 2α

2 + 2α



∥f∥2 ≤ ⟨SJf, f⟩ + ⟨SJcf, SJcf⟩ =
∑

i∈J

♣⟨f, fi⟩♣
2 +

∥

∥

∥

∥

∥

∑

i∈Jc

⟨f, fi⟩fi

∥

∥

∥

∥

∥

2

. □

Note that for α = 1, inequality (3.1) is the same as inequality (2.2) and that for
α > 1, (3.1) is an improvement of (2.2).

Corollary 3.1. Let F = ¶fi♢i∈I be a Parseval frame and let J ⊂ I. Then

1 + 2α

2 + 2α
≤ v−(F ; J) ≤ v+(F ; J) ≤ 1,

where α = inf

{

R

(

∥SJcf∥

∥SJf∥



: f ∈ H, J ⊂ I

}

.

Proof. By using Theorem 3.1 and the hypothesis that F is a Parseval frame, we have


1 + 2α

2 + 2α



∥f∥2 ≤
∑

i∈J

♣⟨f, fi⟩♣
2 + ∥

∑

i∈Jc

⟨f, fi⟩fi∥
2 ≤ ∥f∥2.

So,

1 + 2α

2 + 2α
≤

∑

i∈J ♣⟨f, fi⟩♣
2 + ∥

∑

i∈Jc⟨f, fi⟩fi∥
2

∥f∥2
≤ 1.

Hence,

1 + 2α

2 + 2α
≤ v−(F ; J) ≤ v+(F ; J) ≤ 1. □

In the following lemma, we give an improvement of the inequality proved in [9,
Theorem 2.1], under some conditions. Then we present Theorem 3.2 for general
frames.

Lemma 3.1. Let T1, T2 ∈ L(H) be self-adjoint operators satisfying T1 + T2 = id, such

that T1 ≥ k
k+1

id, where k ∈ N and k > 3. Then

(3.2)
k

k + 1
∥f∥2 ≤ ⟨T1f, f⟩ + ∥T2f∥2 = ⟨T2f, f⟩ + ∥T1f∥2, for f ∈ H.
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Proof. From our assumptions, we have

⟨T2f, f⟩ + ∥T1f∥2 = ⟨(id − T1)f, f⟩ + ⟨T 2

1 f, f⟩

= ⟨(T 2

1 − T1 + id)f, f⟩

= ⟨T1f, f⟩ + ⟨(id − T1)
2f, f⟩

= ⟨T1f, f⟩ + ∥T2f∥2,

and also

⟨T1f, f⟩ + ∥T2f∥2 ≥

〈

k

(k + 1)
f, f

〉

+ ∥T2f∥2 ≥
k

(k + 1)
∥f∥2. □

Remark 3.1. Notice that for k > 3, from the inequality 3

4
< k

k+1
, it follows that

inequality (3.2) is an improvement of the inequality proved in [9, Theorem 2.1].
For k = 3, 4, 5, 6, 7, . . ., the correspondence values of k

k+1
or 1− 1

k+1
are 0.75 < 0.8 <

0.83 < 0.86 < 0.87 < · · · , respectively. Hence, by increasing k, we see that 1 − 1

k+1
is

rapidly approaching to 1. Therefore, inequality (3.2) is better in application and we
use it for frames.

Theorem 3.2. Let ¶fi♢i∈I be a frame for the Hilbert space H with frame operator S

and canonical dual frame ¶f̃i♢i∈I . For every ∅ ≠ J ⊂ I, if S− 1

2 SJS− 1

2 ≥ k
k+1

id, where

k ∈ N and k ≥ 3, then

(3.3)

k

k + 1

∑

i∈I

♣⟨f, fi⟩♣
2 ≤

∑

i∈J

♣⟨f, fi⟩♣
2 +

∑

i∈I

♣⟨SJcf, f̃i⟩♣
2

=
∑

i∈Jc

♣⟨f, fi⟩♣
2 +

∑

i∈I

♣⟨SJf, f̃i⟩♣
2, for f ∈ H.

Proof. For every J ⊂ I, we have SJ + SJc = S, and hence S− 1

2 SJS− 1

2 + S− 1

2 SJcS− 1

2 =
id. By our assumptions and taking T1 = S− 1

2 SJS− 1

2 , T2 = S− 1

2 SJcS− 1

2 and S
1

2 f
instead of f in Lemma 3.1, we get

k

k + 1
∥S

1

2 f∥2 ≤ ⟨S− 1

2 SJf, S
1

2 f⟩ + ∥S− 1

2 SJcf∥2 = ⟨S− 1

2 SJcf, S
1

2 f⟩ + ∥S− 1

2 SJf∥2,

or equivalently,

k

k + 1
⟨Sf, f⟩ ≤ ⟨SJf, f⟩ + ⟨S−1SJcf, SJcf⟩ = ⟨SJcf, f⟩ + ⟨S−1SJf, SJf⟩.

Therefore,

k

k + 1

∑

i∈I

♣⟨f, fi⟩♣
2 ≤

∑

i∈J

♣⟨f, fi⟩♣
2 +

∑

i∈I

♣⟨SJcf, f̃i⟩♣
2

=
∑

i∈Jc

♣⟨f, fi⟩♣
2 +

∑

i∈I

♣⟨SJf, f̃i⟩♣
2. □

For k = 3 inequality (3.3) is the same as the inequality proved in [9, Theorem 2.2]
and for k > 3 it is an improvement for it.
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In the following, we give an improvement for alternate dual frames. We first improve
an inequality given in [9] for operators under conditions.

Lemma 3.2. If T1, T2 ∈ L(H) satisfy T1 + T2 = id and Re T1 ≥ k
k+1

id, where k ∈ N

and k ≥ 3, then

(3.4)
k

k + 1
id ≤ T ∗

1 T1 +
1

2
(T ∗

2 + T2) = T ∗
2 T2 +

1

2
(T ∗

1 + T1).

Proof. From our assumptions, we have

T ∗
1 T1 +

1

2
(T ∗

2 + T2) = T ∗
1 T1 +

1

2
(id − T ∗

1 + id − T1)

= T ∗
1 T1 −

1

2
(T ∗

1 + T1) + id

= (id − T ∗
1 )(id − T1) +

1

2
(T ∗

1 + T1)

= T ∗
2 T2 +

1

2
(T ∗

1 + T1).

And also T ∗
2 T2 +

1

2
(T ∗

1 + T1) = T ∗
2 T2 + Re T1 ≥

k

k + 1
id. □

Note that, for k = 3, inequality (3.4) is the same as the inequality proved in [9,
Theorem 3.1] and for every k > 3, inequality (3.4) is its improvement.

Theorem 3.3. Let ¶fi♢i∈I be a frame for the Hilbert space H and let ¶gi♢i∈I be an

alternate dual frame of ¶fi♢i∈I . For every J ⊂ I and f ∈ H, if Re⟨(
∑

i∈J⟨f, gi⟩fi), f⟩ ≥
k

k+1
⟨f, f⟩, where k ∈ N and k ≥ 3, then

(3.5)

k

k + 1
∥f∥2 ≤ Re

∑

i∈J

⟨f, gi⟩⟨f, fi⟩ + ∥
∑

i∈Jc

⟨f, gi⟩fi∥
2

= Re
∑

i∈Jc

⟨f, gi⟩⟨f, fi⟩ + ∥
∑

i∈J

⟨f, gi⟩fi∥
2, for f ∈ H.

Proof. For every J ⊂ I, define the bounded linear operator ZJ on H by

ZJf :=
∑

i∈J

⟨f, gi⟩fi.

By the Cauchy–Schwartz inequality, it follows that this series converges uncondition-
ally. Since ZJ + ZJc = id, by Lemma 3.1, for every f ∈ H, we have

k

k + 1
⟨f, f⟩ ≤ ⟨Z∗

JZJf, f⟩ +
1

2
⟨(Z∗

Jc + ZJc)f, f⟩

= ⟨Z∗
JcZJcf, f⟩ +

1

2
⟨(Z∗

J + ZJ)f, f⟩
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or
k

k + 1
∥f∥2 ≤ ∥KJf∥2 +

1

2
(⟨ZJcf, f⟩ + ⟨ZJcf, f⟩)

= ∥ZJcf∥2 +
1

2
(⟨ZJf, f⟩ + ⟨ZJf, f⟩).

Hence,

k

k + 1
∥f∥2 ≤ ∥

∑

i∈J

⟨f, gi⟩fi∥
2 + Re⟨

∑

i∈Jc

⟨f, gi⟩fi, f⟩

= ∥
∑

i∈Jc

⟨f, gi⟩fi∥
2 + Re⟨

∑

i∈J

⟨f, gi⟩fi, f⟩,

and the proof is completed. □

Note that, for k = 3, inequality (3.5) is the same as the inequality proved in [9,
Theorem 3.2] and for every k > 3, inequality (3.5) is its improvement. Finally, we
give a more general result.

Theorem 3.4. Let ¶fi♢i∈I be a frame for the Hilbert space H and let ¶gi♢i∈I be an

alternate dual frame of ¶fi♢i∈I . For every f ∈ H, if Re⟨(
∑

i∈J⟨f, gi⟩fi), f⟩ ≥ k
k+1

⟨f, f⟩,
where k ∈ N and k ≥ 3, then for any bounded sequence ¶wi♢i∈I , we have

k

k + 1
∥f∥2 ≤ Re

∑

i∈I

wi⟨f, gi⟩⟨f, fi⟩ +

∥

∥

∥

∥

∥

∑

i∈I

(1 − wi)⟨f, gi⟩fi

∥

∥

∥

∥

∥

2

= Re
∑

i∈I

(1 − wi)⟨f, gi⟩⟨f, fi⟩ +

∥

∥

∥

∥

∥

∑

i∈I

wi⟨f, gi⟩fi

∥

∥

∥

∥

∥

2

, for f ∈ H.

Proof. In Lemma 3.2, we put

T1f =
∑

i∈I

wi⟨f, gi⟩fi, T2f =
∑

i∈I

(1 − wi)⟨f, gi⟩fi.

The result is obtained from Theorem 3.3, if we take J ⊂ I and

wi =







1, for i ∈ J,

0, for i ∈ J c.

□
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SOLUTION SET FOR IMPULSIVE FRACTIONAL DIFFERENTIAL
INCLUSIONS

MOUSTAFA BEDDANI1

Abstract. This paper aims to an initial value problem for an impulsive fractional
differential inclusion with the Riemann-Liouville fractional derivative. We apply
Covitz and Nadler theorem concerning the study of the fixed point for multivalued
maps to obtain the existence results for the given problems. We also obtain some
topological properties about the solution set.

1. Introduction

We study the existence of solutions and determine certain topological properties of
the solutions set for the following impulsive fractional differential inclusion:

(1.1)



















RLDαy(t) ∈ F (t, y(t)) a.e. t ∈ J = (0, T ], t ̸= tk,

lim
t−→0+

t1−αy(t) = c,

∆∗y ♣tk
= Ik(y(t−k )),

where k = 1, . . . ,m, 0 < α ≤ 1, RLDα is the Riemann-Liouville fractional derivative,
F : J ×R → ¶X ⊂ R : X ≠ ∅♢ is a given multivalued function, c ∈ R, Ik : R → R are
continuous functions, 0 = t0 < t1 < · · · < tm < tm+1 = T and ∆∗y ♣ tk

= y∗(t+k )−y(t−k ),
where y∗(t+k ) = limt→t+

k

(t− tk)1−αy(t) and y(t−k ) = limt−→t−

k

y(t).

More precisely, we present an overall existence result for (1.1) by using Covitz
and Nadler fixed-point theorem for multivalued maps. Afterwards, we prove the
compactness and acyclicity of the solution set for this problem.

Key words and phrases. Impulsive fractional differential inclusions, Riemann-Liouville fractional
derivative, fixed point, solution set, compactness, contractible.

2010 Mathematics Subject Classification. Primary: 34A60, 34A08 Secondary: 34A37.
DOI 10.46793/KgJMat2201.049B
Received: March 25, 2019.
Accepted: August 19, 2019.

49



50 M. BEDDANI

Since the 1960s, the subject of functional differential inclusions and impulsive
ordinary differential inclusions with various conditions have been investigated by many
authors [1, 2, 8, 11, 14, 24–26, 32, 35, 39, 40], and has several applications in different
areas as engineering, electrical, networks electrochemistry, fluid flow, etc. For more
details we refer the reader to see the following references [4, 13,20,21,30,31,34,36].

The topological and geometric properties of the solution set for differential inclusions
are examined by many mathematicians (see for example [3, 10, 16, 17, 22, 37]) where
the concept of quasi-concavity is extended to multifunctions contractibility, absolutely
retract, acyclicity, Rδ-sets properties are given.

This work is structured as follows: in the second section, we recall some definitions
and properties that are needed throughout this article. Afterwards, in the third
section, we show that the solution sets is contractible to a point. Finally, we give an
example which illustrate the principle result of this paper.

2. Preliminary Results

The object of this section is to recall some basic definitions and useful notations in
multivalued analysis. Let C([a, b],R) be the Banach space of all continuous functions
h from the interval [a, b] into R with the norm

∥h∥∞ = sup
t∈[a,b]

♣h(t)♣,

and L1([a, b],R) the Banach space of all Lebesgue integrable functions h from the
interval [a, b] into R with the norm

∥h∥L1 =
∫ b

a
♣h(t)♣ dt.

For a given metric space E, we denote:

• P(E) = ¶X ⊂ E : X ̸= ∅♢;
• Pcl(E) = ¶X ∈ P(E) : X is closed♢;
• Pb(E) = ¶X ∈ P(E) : X is bounded♢;
• Pcp(E) = ¶X ∈ P(E) : X is compact♢;
• Pc(E) = ¶X ∈ P(E) : X is convex♢;
• Pcp,c(E) = Pcp(E) ∩ Pc(E).

If X and Y are two subsets of the metric space E, and x (resp. y) is a point in X

(resp. Y ), we denote:

d(x, Y ) = inf
y∈Y

d(x, y) and d(X, y) = inf
x∈X

d(x, y).

Recall that, the Hausdorff pseudo-metric distance Hd on P(E) defined by

Hd(X, Y ) := max

{

sup
x∈X

d(x, Y ), sup
y∈Y

d(X, y)

}

.
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Form the previous definition, it is well-known that (Pcl,b(E), Hd) (resp. (Pcl(E), Hd))
is a metric space (resp. is a generalized metric space).

Definition 2.1. Let M :→ P(E) be a multivalued map.

(a) We say that M is γ-Lipschitz if there exists a positive real number γ such that

Hd(M(x),M(y)) ≤ γd(x, y), for all x, y ∈ E.

(b) The map M is called a contraction if it is γ-Lipschitz for some 0 < γ < 1.

Notice that, if M is γ-Lipschitz on a Banach space E, then for every real number γ′

greater than γ, M(x) ⊂ M(y) + γ′d(x, y)B(0, 1), where B(0, 1) is the unit ball of E.

Definition 2.2. Let G : X → Pcl(Y ) be a multivalued map, where X and Y are two
metric spaces.

(a) We say that G is closed valued (resp. convex valued) if G(x) is closed (resp.
convex) for all x ∈ E.

(b) Every single-valued map g : X → Y is called a selection of G. We write g ⊂ G

whenever g(x) ∈ G(x) for all x ∈ X. G : J × R → P(R), we define the set of
selections of G by

SG,x = ¶v ∈ L1(J,R) : v(t) ∈ G(t, x(t)) a.e. t ∈ J♢.

Definition 2.3. A multivalued map G : J × R → P(R) is called L1-Carathéodory if
the following are satisfied:

(a) the function G(·, x) is measurable for each x ∈ R;
(b) the function G(t, ·) is upper semi-continuous for almost all t ∈ J ;
(c) for every positive real r, there exists a function fr ∈ L1(J,R+) such that

∥G(t, x)∥ = sup¶♣v♣ : v ∈ G(t, x)♢ ≤ fr(t) a.e. t ∈ J and for all x ∈ [−r, r].

For more details about multivalued analysis, we refer the reader to see [5–7,12,23,
27–29].

Below we present the definition of contractible spaces, and for details about this
type of spaces, we recommend [5, 10,15,33].

Definition 2.4. A contractible subset of a Banach space X is a nonempty subset A
of X for which there exists a continuous homotopy ψ : A × [0, 1] → A and a0 ∈ A

such that for all a ∈ A, ψ(a, 0) = a and ψ(a, 1) = a0.

We give now two basic definitions used frequently in fractional computation theory.

Definition 2.5 ([18, 19]). Let h ∈ L1([a, b],R+). The fractional order integral of h is
given by

Iα
a h(t) =

∫ t

a

(t− s)α−1

Γ(α)
h(s) ds.
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Definition 2.6 ([19]). Let b be a positive real number and h a real function defined
on the interval [0, b]. The Riemann-Liouville fractional derivative of order α ∈ R+ of
h is defined as follows:

RLDα
0+h(t) =

1

Γ(n− α)

dn

dtn



∫ t

0
(t− s)n−α−1h(s) ds



.

3. Main Results

Let

PC∗([0, T ],R) =
{

y : [0, T ] −→ R : yk ∈ C(tk, tk+1], k = 0, . . . ,m, and there

exist y(t−k ), y∗(t
+
k ), k = 1, . . . ,m, with y(tk) = y(t−k )

}

.

It is known that this set is Banach space with the norm

∥y∥P C∗
= max

k=1,...m
∥yk∥∗,

where yk is the restriction of y to the interval Jk = (tk, tk+1] for every k = 0, . . . ,m,
and

∥yk∥∗ = sup
t∈[tk,tk+1]

♣(t− tk)1−αyk(t)♣, for every k = 1, . . . ,m.

When A ⊂ PC∗([0, T ],R), we define Aα by

Aα = ¶yα : y ∈ A♢,

where

yα(t) =







(t− tk)1−αy(t), if t ∈ (tk, tk + 1],

lim
t→tk

(t− tk)1−αy(t), if t = tk.

Theorem 3.1. Let A be a bounded subset in the Banach space PC∗([0, T ],R) such

that Aα is equicontinuous on PC([0, T ],R). Then the set A is relatively compact in

PC∗([0, T ],R).

Proof. We know that, if ¶yn♢∞
n=1 ⊂ A, then ¶(yα)n♢∞

n=1 ⊂ PC([0, T ],R). From Arzela-
Ascoli theorem, the set K0 = ¶(yα)n : n ∈ N

∗♢ is relatively compact in the space
PC([0, T ],R). So, we can find a subsequence of (yα)n∈N

still denoted by the same
indices such that lim yn ∈ (PC([0, T ],R), ∥ · ∥P C). Put y = lim yn. We have

∥(yα)n − y∥∗ = sup
t∈[tk,tk+1]

(t− tk)1−α♣yα)n(t) − y(t)♣ → 0, n → +∞.

So, yn → y, n → +∞, on PC∗([0, T ],R). □

To explain our results, we need the following lemmas.
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Lemma 3.1 ([38]). Let α be a positive real number and n = 1+[α]. Then the following

differential equation RLDα
a+h(t) = 0, has solutions of the form h(t) =

∑n
k=1 ck(t−a)α−k

for some real numbers c1, c2, . . . , cn.

Lemma 3.2 ([38]). Let α be a positive real number and n = 1 + [α]. Then there exist

some real numbers c1, c2, . . . , cn such that

IαRLDα
a+h(t) = h(t) +

n
∑

k=1

ck(t− a)α−k.

Lemma 3.3. Let α be a real number in the interval (0, 1) and h a continuous function.

If y is a solution of following problem

RLDαy(t) =h(t), for all t ∈ J and t ̸= tm for all k = 1, . . . ,m,(3.1)

∆∗y ♣tk
=Ik(y(t−k )), for all k = 1, . . . ,m,(3.2)

lim
t→0

t1−αy(t) =c.(3.3)

Then

(3.4)

y(t) =



























































































































































































tα−1c+ 1
Γ(α)

∫ t

0
(t− s)α−1h(s) ds, if 0 ≤ t ≤ t1,

(t− t1)
α−1tα−1

1 c+
(t− t1)

α−1

Γ(α)

∫ t1

0
(t1 − s)α−1h(s) ds

+
(t− t1)

α−1

Γ(α)
I1(y(t−1 )) +

1

Γ(α)

∫ t

t1

(t− s)α−1h(s) ds, if t1 < t ≤ t2,

(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1h(s) ds+

k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1h(s) ds





+
(t− tk)α−1

Γ(α)

[

Ik(y(t−k ))

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1h(s) ds, if tk < t ≤ tk+1,

2 ≤ k ≤ m.

Proof. Suppose that y satisfies (3.1)–(3.3). It is clear when 0 ≤ t ≤ t1, we have

RLDαy(t) = h(t).
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From the previous lemma, we get

y(t) = tα−1c1 +
1

Γ(α)

∫ t

0
(t− s)α−1h(s) ds.

Hence, c1 = c. Thus,

y(t) = tα−1c+
1

Γ(α)

∫ t

0
(t− s)α−1h(s) ds.

When t1 < t ≤ t2, we can obtain, by using the previous lemma, that

y(t) =(t− t1)
α−1y∗(t+1 ) +

1

Γ(α)

∫ t

t1

(t− s)α−1h(s) ds

=(t− t1)
α−1



I1(y(t−1 ) + y(t−1 )
)

+
1

Γ(α)

∫ t

t1

(t− s)α−1h(s) ds

=(t− t1)
α−1tα−1

1 c+
(t− t1)

α−1

Γ(α)

∫ t1

0
(t1 − s)α−1h(s) ds

+
1

Γ(α)

∫ t

t1

(t− s)α−1h(s) ds+ (t− t1)
α−1I1(y(t−1 )).

If t2 < t ≤ t3, Lemma 3.2 implies

y(t) =(t− t2)
α−1y∗(t+2 ) +

1

Γ(α)

∫ t

t2

(t− s)α−1h(s) ds,

y(t) =(t− t2)
α−1[y(t−2 ) + I2(y(t−2 ))] +

1

Γ(α)

∫ t

t2

(t− s)α−1h(s) ds

=(t− t2)
α−1(t2 − t1)

α−1tα−1
1 +

(t− t2)
α−1(t2 − t1)

α−1

Γ(α)

∫ t1

0
(t1 − s)α−1h(s) ds

+
(t− t2)

α−1

Γ(α)

∫ t2

t1

(t2 − s)α−1h(t) ds+
1

Γ(α)

∫ t

t2

(t− s)α−1h(s) ds

+ (t− t2)
α−1

[

(t2 − t1)
α−1I1(y(t−1 )) + I2(y2(t

−
2 ))

]

.

Finally, when tk < t ≤ tk+1, we obtain (3.4), by using Lemma 3.2. □

Definition 3.1. Let y be a function in PC∗. We say that y is a mild solution of
the problem (1.1) if there exists v ∈ L1(J,R) such that v(t) ∈ F (t, y(t)) a.e. on J \
¶t1, . . . , tm♢, lim

t−→0
t1−αy(t) = c, ∆∗y ♣tk

= Ik(t−k ) for all k = 1, . . . ,m, and RLDαy(t) =

v(t) for all t ∈ J \ ¶t1, . . . , tm♢.

Definition 3.2 ([6, 23]). A single-valued map f : [0, a] ×X → Y be a single-valued
map is said to be measurable locally Lipschitz (mLL) if

(1) f(·, x) is measurable for every x ∈ X, and
(2) for each x ∈ X, there exists a neighborhood Vx of x and an integrable function

Lx : [0, a] → [0,∞) such that

d′(f(t, x1), f(t, x2)) ≤ Lx(t)d(x1, x2) a.e. t ∈ [0, a] and x1, x2 ∈ Vx.



SOLUTION SET FOR IMPULSIVE FRACTIONAL DIFFERENTIAL INCLUSIONS 55

Definition 3.3 ([6, 23]). A mapping F : [0, a] × X → P(Y ) is mLL-selectionable
provided there exists a measurable locally-Lipchitzian map f : [0, a] × X → Y such
that f ∈ F .

Lemma 3.4 ([2,11]). If N : X → Pcl(X) is a contraction on a complete metric space

X, then the fixed point set of N is nonempty.

Theorem 3.2. Let F : J ×R → Pcp(R) be a mLL-selectionable multivalued map such

that the following properties are satisfied:

(H1) there exist a and b in R+ such that for every x ∈ R, we have

∥F (t, x)∥P ≤ a♣x♣ + b a.e. t ∈ J ;

(H2) there exist ak and bk ∈ R+ such that

♣Ik(x)♣ ≤ ak♣x♣ + bk, for x ∈ R;

(H3) there exist p ∈ C([0, T ],R+) such that

Hd(F (t, z1), F (t, z2)) ≤ p(t)∥z1 − z2∥, for all z1, z2 ∈ R,

and d(0, F (t, 0)) ≤ p(t), t ∈ J ;

(H4) there exist a real number L ∈ R+ such that

♣Ik(z1) − Ik(z2)♣ ≤ L∥z1 − z2∥, for all z1, z2 ∈ R.

If
Tα∥p∥∞Γ(α)(1 +mTα−1)

Γ(2α)
+
mT α−1

0 L

Γ(α)
< 1,

then (1.1) has a solution. In addition, if F : J × R → Pcp(R) is a Carathéodory

multivalued map with compact convex values, then the solution set is contractible and

compact, and hence it is acyclic.

Proof. Step 1. Existence of solutions. Let P : PC∗ −→ P(PC∗) the operator defined
by

P (y) =

{

h ∈ PC∗ : h(t) = (t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1h(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v(s) ds



+
(t− tk)α−1

Γ(α)

[

Ik(y(t−k ))

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))



+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s) ds







,

where v ∈ SF,y = ¶v ∈ L1(J,R) : v(t) ∈ F (t, y(t)) a.e. t ∈ J♢. Now, we show that
the operator F satisfies the hypotheses (H1), (H2) and (H3) of Lemma 3.4. To prove



56 M. BEDDANI

that P (y) ∈ Pcl(PC∗([0, T ],R)) for all y ∈ PC∗([0, T ],R), let ¶un♢∞
n=0 ∈ F (y) be a

sequence converges to u on the space PC∗([0, T ],R). Then u ∈ PC∗([0, T ],R) and
there exists vn ∈ SF,y such that, for each t ∈ (0, T ]

un(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1vn(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1vn(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1vn(s) ds.

We use the fact that F has compact value and by passing (if necessary) onto a
subsequence to obtain that vn converges to v in L1([0, T ],R), we get v ∈ SF,y, and for
each t ∈ (0, T ], we have

un(t) → u(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1v(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s) ds.

Hence, u ∈ F (y).

Now, we will prove the existence of a real number δ < 1 for which

Hd(F (x), F (y)) ≤ δ∥x− y∥P C∗
, for all x, y ∈ PC∗([0, T ],R)

For each x, y ∈ PC∗([0, T ],R) and h1 ∈ P (x), we can find v1(t) ∈ F (t, x(t)) such
that, for all t ∈ (0, T ],

h1(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c
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+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1v1(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v1(s) ds





+
(t− tk)α−1

Γ(α)



Ik(x(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(x(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1v1(s) ds.

From (H3), we have

Hd(F (t, x(t)), F (t, y(t))) ≤ p(t)♣x(t) − y(t)♣.

Consequently, exists w ∈ F (t, y(t)) such that

♣v1(t) − w♣ ≤ p(t)♣x(t) − y(t)♣, t ∈ (0, T ].

Consider the map U from (0, T ] into P(R) defined by

U(t) := ¶w(t) ∈ R : ♣v1(t) − w♣ ≤ p(t)♣x(t) − y(t)♣♢.

From [9, Proposition III. 4], the intersection between U(t) and F (t, y(t)) is a measur-
able set. Therefore, we can find a measurable selection v2(·) for U(·) ∩ F (·, y(·)). So,
v2(t) ∈ F (t, y(t)) and

♣v1(t) − v2(t)♣ ≤ p(t)♣x(t) − y(t)♣, for all 0 < t ≤ T .

For every 0 < t ≤ T , we define

h1(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1v2(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v2(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1v2(s) ds.

Thus,

♣(t− tk)1−αh1(t) − (t− tk)1−αh2(t)♣

≤
1

Γ(α)



∫ tk

tk−1

(tk − s)α−1♣v2(s) − v1(s)♣ ds



58 M. BEDDANI

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1♣v2(s) − v1(s)♣ ds





+
1

Γ(α)



♣Ik(y(t−k )) − Ik(x(t−k ))♣ +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1♣Ii(y(t−i )) − Ii(x(t−i ))♣





+
(t− tk)1−α

Γ(α)

∫ t

tk

(t− s)α−1♣v2(s) − v1(s)♣ ds.

Hence,

∥h1 − h2∥P C∗
≤



Tα∥p∥∞Γ(α)(1 +mTα−1)

Γ(2α)
+
mTα−1

0 L

Γ(α)

]

∥x− y∥P C∗
,

where T0 = mini=1,...,m(ti+1 − ti). Interchange x by y in the previous computation, we
obtain

Hd(P (x), P (y)) ≤ δ∥x− y∥P C∗
,

where δ = T α∥p∥∞Γ(α)(1+mT α−1)
Γ(2α)

+
mT α−1

0
L

Γ(α)
< 1. Hence, P is a contraction, and from

Lemma 3.4, it has a fixed point y considered as a solution of (1.1).

Step 2. Structure of the solutions set. Let

SF (c) = ¶y ∈ PC∗([0, T ],R) : y is solution of (1.1)♢.

We will prove that SF (c) is compact in PC∗([0, T ],R). Let ¶yn♢n∈N ∈ SF (c), then
there exists vn ∈ SF,yn

and t ∈ J such that

yn(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1vn(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1vn(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1vn(s) ds.

From (H1) and (H2), there exists M1 > 0 such that ∥yn∥♣P C∗
≤ M1 for every n ≥ 1,

and the set ¶y1, y2, . . . , yn, . . .♢ is equicontinuous in PC∗([0, T ],R). By using Theorem
3.1, we can find a subsequence of (yn) (still denoted (yn)) converges to y in the space
PC∗([0, T ],R. Now, we will prove the existence of v(·) ∈ F (·, y(·)) and an element
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t ∈ J such that

y(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1v(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s) ds.

Use the fact that F (·, ·) is upper semi-continuous, we can show that for every positive
real number ε, there exists a positive integer n0 such that

vn(t) ∈ F (t, yn(t)) ⊂ F (t, yn(t)) + εB(0, 1) a.e. t ∈ J, for every n ≥ n0.

Using the compactness of F (·, ·) we get the subsequence vnm(·) such that

vnm(·) → v(·) and v(t) ∈ F (t, y(t)) a.e. t ∈ J.

From (H1), we have

vnm(·) ≤ atα−1M1 + b a.e. t ∈ J.

Using Lebesgue’s dominated convergence theorem, we obtain that v ∈ L1(J,R), so
v ∈ SF,y. Therefore, for all t ∈ J

y(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1v(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s) ds.

Then SF (c) is compact.
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Let f ∈ F be a function which is mLL. Consider the following single-valued problem

(3.5)















RLDαy(t) = f(t, y(t)) a.e. t ∈ J = (0, T ], t ̸= tk,

lim
t−→0+

t1−αy(t) = c,

∆∗y ♣tk
= Ik(y(t−k )).

Using Banach fixed point theorem, we can prove easily that the problem (3.5) has a
unique solution x. Consider the homotopy h : SF (c) × [0, 1] → SF (c) defined by

h(y, λ) :=

{

y, for λ = 1 and y ∈ SF (c),
x, for λ = 0.

Note that

h(y, λ)(t) =

{

y(t), for 0 < t ≤ λT,

x(t), for λT < t ≤ T.

We will show that h is a continuous homotopy. Let (yn, λn) ∈ SF (c) × [0, 1] such that
(yn, λn) → (y, λ). We shall show that h(yn, λn) → h(y, λ). We have

h(yn, λn)(t) =

{

yn(t), for t ∈ (0, λnT ],
x(t), for (λnT, T ].

(a) If limn→∞ λn = 0, then H(y, 0)(t) = x(t), for t ∈ (0, T ], hence

∥H(yn, λn) −H(y, λ)∥P C∗
≤ ∥yn − y∥P C∗

+ ∥yn − x∥[0,λnT ],

which tends to 0 as n → +∞. The case limn→∞ λn = 1 can be processed in the same
way.

(b) If λn ̸= 0 and 0 < limn−→∞ λn = λ < 1. We distinguish two sub-cases.

(i) Since yn ∈ SF (c), there exists vn ∈ SF,yn
such that for t ∈ (0, λnT ]

yn(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1vn(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1vn(s) ds





+
(t− tk)α−1

Γ(α)



Ik(yn(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(yn(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1vn(s) ds.

Since yn → y as n → ∞, there exists a positive real number r > 0 such that
∥yn∥P C∗

≤ r, and as the function F (·, ·) is upper semi-continuous, for every



SOLUTION SET FOR IMPULSIVE FRACTIONAL DIFFERENTIAL INCLUSIONS 61

positive real number ε, there exists a positive integer n0 such that for every
n ≥ n0, we have

vn(t) ∈ F (t, yn(t)) ⊂ F (t, yn(t)) + εB(0, 1) a.e. t ∈ J.

Using the fact that F (·, ·) has compact values, we can obtain the subsequence
vnm(·) such that

vnm(·) → v(·) and v(t) ∈ F (t, y(t)) a.e. t ∈ J.

From (H1), we have

vnm(·) ≤ atα−1M1 + b a.e. t ∈ J.

Using Lebesgue’s dominated convergence theorem, we get v ∈ L1(J,R), so
v ∈ SF,y. Since Ik are continuous functions, then, for all t ∈ J , we get

y(t) =(t− tk)α−1
k
∏

i=1

(ti − ti−1)
α−1c

+
(t− tk)α−1

Γ(α)



∫ tk

tk−1

(tk − s)α−1v(s) ds

+
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1

∫ ti

ti−1

(ti − s)α−1v(s) ds





+
(t− tk)α−1

Γ(α)



Ik(y(t−k )) +
k−1
∑

i=1

k−i
∏

j=1

(tk−j+1 − tk−j)
α−1Ii(y(t−i ))





+
1

Γ(α)

∫ t

tk

(t− s)α−1v(s) ds.

(ii) Since t ∈ (λnT, T ], then

h(yn, λn)(t) = h(y, λ)(t) = x.

Thus,

∥h(yn, λn) − h(y, λ)∥P C∗
→ 0 n → ∞.

Consequently, h is continuous, and hence, SF (c) is contractible to the point x.
Therefore, SF (c) is an acyclic space. □

Example 3.1 (An application). Consider

(3.6)



































RLD
1

2y(t) ∈ F (t, y(t)) a.e. t ∈ (0, 1], t ̸=
1

2
,

lim
t→0+

t
1

2y(t) =
1

4
,

∆∗y ♣t= 1

2

=
1

9

∣

∣

∣

∣

∣

sin



y



1

2

−
∣

∣

∣

∣

∣

+ 1,
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where T = 1, m = 1, t1 = 1
2
,

F (t, x) =



0,
1

9
sin x+

♣x♣

t+ 9
+

1

9

]

and

I1(u) =
1

9
♣ sin(u)♣ + 1, for u ∈ R.

Clearly,

sup
v∈F (t,x)

♣v♣ ≤
1

9
+

1

9
♣ sin x♣ +

♣x♣

t+ 9
,

Hd(F (t, x), F (t, y)) ≤
[

1

t+ 9
+

1

9



♣x− y♣

and

♣I1(u)♣ ≤
1

9
♣ sin(u)♣ + 1, ♣I1(u) − I1(v)♣ ≤

1

9
♣u− v♣.

Let p(t) = 1
9

+ 1
t+9
. Then ∥p∥∞ = 2

9
and

Tα∥p∥∞Γ(α)(1 +mTα−1)

Γ(2α)
+
mTα−1

0 L

Γ(α)
≃ 0, 73965 < 1.

Theorem 3.2 confirms that (3.6) has at least one solution. In addition, it is clear that

F is a mLL-selectionable multivalued map (i.e., the function f(t, u) = 1
9

sin u+ ♣u♣
t+9

+ 1
9

is measurable, locally-Lipchitzian) with compact and convex values. Consequently,
the solution set is contractible and compact, and hence it is acyclic.
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UNIFORMLY CONVERGENT NUMERICAL METHOD FOR

SINGULARLY PERTURBED DELAY PARABOLIC DIFFERENTIAL

EQUATIONS ARISING IN COMPUTATIONAL NEUROSCIENCE

MESFIN MEKURIA WOLDAREGAY1 AND GEMECHIS FILE DURESSA1

Abstract. The motive of this work is to develop ε-uniform numerical method
for solving singularly perturbed parabolic delay differential equation with small
delay. To approximate the term with the delay, Taylor series expansion is used.
The resulting singularly perturbed parabolic differential equation is solved by using
non-standard finite difference method in spatial direction and implicit Runge-Kutta
method for the resulting system of IVPs in temporal direction. Theoretically the
developed method is shown to be accurate of order O(N−1 + (∆t)2) by preserving
ε-uniform convergence. Two numerical examples are considered to investigate ε-
uniform convergence of the proposed scheme and the result obtained agreed with
the theoretical one.

1. Introduction

The class of differential difference equations which have characteristics of delay and
singularly perturbed behavior is known as singularly perturbed differential difference
equations or singularly perturbed delay differential equations (SPDDEs). SPDDEs
plays an important role in modeling real life phenomena in Bioscience, Control The-
ory, Economics and Engineering [6]. A few application areas are the mathematical
modeling of: epidemiology and population dynamics [11], physiological kinetics [1],
production of blood cell [16]. Singularly perturbed differential equations relate an
unknown function to its derivatives evaluated at the same instance. Whereas, sin-
gularly perturbed delay differential equations model physical problems for which the
evaluation depend on the present state of the system and also on the past history. In
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singular perturbation.
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general, when the perturbation parameter approaches to zero the smoothness of the
solution of the SPDDEs deteriorates and it forms a boundary layer(s) [19]. The time
dependent problem i.e. singularly perturbed parabolic delay differential equations
(SPPDDEs) have applications in the study of modeling of neuronal variability [23].

Various mathematical models are given in books [25,26], for the determination of
the behavior of a neuron to random synaptic inputs. In 1991, Musila and Lansky [18]
gives generalization for the Stein’s model [23] and proposed a model to treat the time
evolution trajectories of the membrane potential in terms of SPPDDEs as

(1.1)
∂u

∂t
=
σ2

2

∂2u

∂x2
+
(

µD −
x

τ

)

∂u

∂x
+λsu(x+as, t)+ωsu(x+ is, t)− (λs +ωs)u(x, t),

where µD and σ are diffusion moments of Wiener process characterizing the influence
of dendritic synapses on the cell excitability. The excitatory input contributes to the
membrane potential by an amplitude as with intensity λs and similarly the inhibitory
input contributes by an amplitude is with intensity ωs. The first derivative term
is because of the exponential decay between two consecutive jumps caused by the
input processes. The membrane potential decays exponentially to the resting level
with a membrane time constant τ . This model makes available time evolution of the
trajectories of the membrane potential. The model in (1.1) is a singularly perturbed
parabolic differential difference equation, one can hardly derive its exact solution.
Hence, to simulate this model, one has to land to a very suitable numerical methods.
In the last few years, scholar’s have devoted for the development of numerical solution
of this problem. In addition to that, authors try to show the influence of the delay
parameter on the behavior of the solution. In research articles [2–4, 12, 13, 19, 20]
authors develop different numerical schemes to study a classes of SPPDDEs and
discussed the effect of shifts on the solution.

In this paper, we construct and analyze a non-standard finite difference scheme
which utilizes on uniform mesh. The proposed scheme uses the procedures of method
of line, which consist of non-standard finite difference operator for the spatial dis-
cretization and Runge-Kutta method for the time discretization. For the theoretical
analysis, the global error is decomposed into two parts: the first is due to the spatial
discretization and the second is due to the temporal discretization of the semi-discrete
problem obtained after the spatial discretization.

The main contribution of this work is, to develop ε-uniform numerical scheme for
the SPPDDEs containing small delay on the spatial variable. In the proposed method,
it is not required to have any restriction on the mesh generation.

This paper is organized as follows. In Section 1 a brief introduction about the
problem is given, in Section 2 definition of the problem and the behavior of its analyt-
ical solution is given. In Section 3, discretizing the spatial domain and techniques of
non-standard finite difference is discussed, and the ε-uniform convergence of the semi-
discrete problem is proved. Next, Runge-Kutta method used for the system of IVPs
resulted from spatial discretization and discuss the convergence of the discrete scheme.
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In Section 4, numerical examples and results are given to validate the theoretical
analysis and finally, in Section 5, the conclusion of the work done is presented.

Notations. Through out this paper N,M denoted for the number of mesh elements
in space and time direction respectively. C (in some case indexed) is denoted for
positive constant independent of perturbation parameter and N . The norm ∥·∥ΩN

x ×ΩM
t

is used to denote discrete maximum norm.

2. Problem Formulation

A class of singularly perturbed parabolic differential difference equation with delay
on the spatial variable on domain D = Ωx × Ωt is given by

(2.1)































∂u

∂t
− ε2∂

2u

∂x2
+ a(x)

∂u

∂x
+ α(x)u(x− δ, t) + β(x)u(x, t) = f(x, t),

u(x, 0) = u0(x), x ∈ D0 = ¶(x, 0) : x ∈ Ω̄x♢,
u(x, t) = ϕ(x, t), (x, t) ∈ DL = ¶(x, t) : −δ ≤ x ≤ 0, t ∈ Ωt♢,
u(1, t) = ψ(t), t ∈ Ωt,

where (x, t) ∈ D = Ωx × Ωt = (0, 1) × (0, T ] for fixed positive number T, ε is a
singular perturbation parameter with 0 < ε ≪ 1 and δ is delay parameter assumed to
be sufficiently small as order of o(ε). We assume, the functions a(x), α(x), β(x) and
f(x, t), u0(x), ϕ(x, t) and ψ(x, t) are sufficiently smooth, bounded and independent of
ε. The coefficients of reaction term β(x) and delay term α(x) are assumed to satisfy
α(x) + β(x) ≥ θ > 0, for all x ∈ Ω̄x, for some positive constant θ. This condition
ensure that the solution of (2.1) exhibits boundary layer in the neighborhood of
DL = ¶(x, t) : −δ ≤ x ≤ 0, t ∈ Ωt♢ if a(x) − δβ(x) < 0 or in the neighborhood of
DR = ¶(x, t) : x = 1, t ∈ Ωt♢ if a(x) − δβ(x) > 0 for x ∈ Ω̄x.

When the shift parameter is zero (i.e., δ = 0) the above equation reduces to a
singularly perturbed parabolic differential equation, which exhibits layer(s) depending
on the value of a(x). If a(x) < 0 a boundary layer appears in the neighborhood of
x = 0, in case a(x) > 0 corresponds to existence of a boundary layer near x = 1. For
the case a(x) change sign interior layer will appear on the solution of the problem [9].
The layer is maintained for δ ̸= 0 but sufficiently small.

When the shift parameter δ < ε, the use of Taylor’s series expansion for the term
containing shift is valid [24].

2.1. Estimate for the delay term. From the assumption δ < ε, by using Taylor
series approximation for u(x− δ, t), we obtain

(2.2) u(x− δ, t) ≈ u(x, t) − δ
∂u

∂x
(x, t) +

δ2

2

∂2u

∂x2
(x, t) +O(δ3).
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Now, substituting this approximations into (2.1), we obtain

(2.3)



























∂u

∂t
− cε(x)

∂2u

∂x2
+ p(x)

∂u

∂x
+ q(x)u(x, t) = f(x, t),

u(x, 0) = u0(x), x ∈ Ω̄,
u(0, t) = ϕ(0, t), t ∈ Ω̄t,
u(1, t) = ψ(1, t), t ∈ Ω̄t,

where cε(x) = ε2 − δ2

2
α(x), p(x) = a(x) − δα(x), q(x) = α(x) + β(x). For small

δ, equations in (2.1) and (2.3) are asymptotically equivalent, because the difference
between the two equations is order of O(δ3). Now we assume again 0 < cε(x) ≤
ε2−δ2C1 = cε, where α(x) ≥ 2C1. We also assumed that p(x) = a(x)−δα(x) ≥ p∗ > 0,
which guarantee the occurrence of boundary layer in the neighborhood of x = 1. The
other case p(x) = a(x) − δα(x) ≤ p∗ < 0, imply the occurrence of the boundary layer
in the neighborhood of x = 0 and can be treated in similar manner.

We impose the compatibility conditions

(2.4)

{

u0(0) = ϕ(0, 0),
u0(1) = ψ(1, 0),

and

(2.5)



















∂ϕ(0, 0)

∂t
− cε

∂2u0(0)

∂x2
+ p(0)

∂u0(0)

∂x
+ q(0)u0(0) = f(0, 0),

∂ψ(1, 0)

∂t
− cε

∂2u0(1)

∂x2
+ p(1)

∂u0(1)

∂x
+ q(1)u0(1) = f(1, 0),

so that the data matches at the two corners (0, 0) and (1, 0). The considered case
is when boundary layer occurs near x = 1. Now, using compatibility conditions in
(2.4) and (2.5), we have the conditions that guarantee the existence of a constant C
independent of cε such that for all (x, t) ∈ D̄

♣u(x, t) − u(x, 0)♣ = ♣u(x, t) − u0(x)♣ ≤ Ct and

♣u(x, t) − u(0, t)♣ = ♣u(x, t) − ϕ(0, t)♣ ≤ C(1 − x),

for the detail of this one can see [21, page 105].

Remark 2.1. We note that there does not exist a constant C independent of cε such
that ♣u(x, t) − u(1, t)♣ = ♣u(x, t) −ψ(1, t)♣ ≤ Cx, since a regular boundary layer exists
near x = 1.

By setting cε = 0 in (2.3) we obtain the reduced problem as:

(2.6)



















∂u0

∂t
+ p(x)

∂u0

∂x
+ q(x)u0(x, t) = f(x, t), for all (x, t) ∈ D,

u0(x, 0) = u0(x), x ∈ Ω̄x,
u0(0, t) = ϕ0(t), t ∈ Ω̄t.

This is a first order hyperbolic PDE with initial data given along the two sides t = 0
and x = 0 of the domain D̄. For small values of cε the solution u(x, t) of the problem
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in (2.3) will be very close to u0(x, t). To obtain error bounds on the solution of the
difference scheme, we assume that the solution of the reduced problem in (2.6) is
sufficiently smooth.

2.2. Properties of continuous solution. To show a boundedness of the solutions
u(x, t) of (2.3), we assume the initial condition to be zero. Since u0(x) is assumed
sufficiently smooth and using the property of norm, we prove the following lemma.

Lemma 2.1. The bound on the solution u(x, t) of the continuous problem in (2.3) is

given by

♣u(x, t)♣ ≤ C, for all (x, t) ∈ D̄.

Proof. From the compatibility condition ♣u(x, t) −u(x, 0)♣ =♣u(x, t) −u0(x)♣ ≤ Ct, we
have ♣u(x, t)♣−♣u0(x)♣ ≤♣u(x, t) − u0(x)♣ ≤ Ct, which implies ♣u(x, t)♣ ≤ Ct+♣u0(x)♣
for all (x, t) ∈ D̄, since t ∈ [0, T ] and u0(x) is bounded it implies ♣u(x, t)♣ ≤ C. □

Lemma 2.2 (Continuous maximum principle). Let v be a sufficiently smooth function

defined on D which satisfies v(x, t) ≥ 0 for all (x, t) ∈ ∂D. Then Lv(x, t) > 0 for all

(x, t) ∈ D implies that v(x, t) ≥ 0 for all (x, t) ∈ D̄.

Proof. Let (x∗, t∗) be such that

v(x∗, t∗) = min
(x,t)∈D̄

v(x, t)

and suppose that v(x∗, t∗) < 0. It is clear that v(x∗, t∗) /∈ ∂D. So, we have

Lv(x∗, t∗) = vt(x
∗, t∗) − cεvxx(x∗, t∗) + p(x)vx(x∗, t∗) + q(x)v(x∗, t∗).

Since

v(x∗, t∗) = min
(x,t)∈D̄

v(x, t),

which implies vx(x∗, t∗) = 0, vt(x
∗, t∗) = 0 and vxx(x∗, t∗) ≥ 0 and implies that

Lv(x∗, t∗) < 0, which contradict to the assumption made above. Here, we have
Lv(x∗, t∗) > 0 for all (x, t) ∈ D. Hence, v(x, t) ≥ 0 for all (x, t) ∈ D, which complete
the proof. □

Lemma 2.3 (Stability estimate). Let u(x, t) be the solution of the continuous problem

in (2.3). Then we have the bound

u ≤ θ−1∥f∥ + max¶u0(x),max¶ϕ(x, t), ψ(x, t)♢♢,

where ∥f∥ = max ♣f(x, t)♣.

Proof. We define two barrier functions ϑ± as

ϑ±(x, t) = θ−1∥f∥ + max¶u0(x),max¶ϕ(x, t), ψ(x, t)♢♢ ± u(x, t).

At the initial value

ϑ±(x, 0) = θ−1∥f∥ + max¶u0(x),max¶ϕ(x, t), ψ(x, t)♢♢ ± u(x, 0) ≥ 0.
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At the boundary points

ϑ±(0, t) = θ−1∥f∥ + max¶u0(0),max¶ϕ(0, t), ψ(0, t)♢♢ ± u(0, t) ≥ 0,

ϑ±(1, t) = θ−1∥f∥ + max¶u0(1),max¶ϕ(1, t), ψ(1, t)♢♢ ± u(1, t) ≥ 0

and

Lϑ±(x, t) =ϑ±
t (x, t) − cεϑ

±
xx(x, t) + p(x)ϑ±

x (x, t) + q(x)ϑ±(x, t)

=(max¶ϕt(x, t), ψt(x, t)♢ ± ut(x, t)) − cε(max¶ϕxx(x, t), u0xx(x), ψxx(x, t)♢

± uxx(x, t)) + p(x)
(

max¶u0x(x, t),max¶ϕx(x, t), ψx(x, t)♢♢ ± ux(x, t)
)

+ q(x)
(

θ−1∥f∥ + max¶u0(x),max¶ϕ(x, t), ψ(x, t)♢♢ ± u(x, t)
)

≥0,

since cε ≥ 0, p(x) ≥ p∗ > 0 and q(x) ≥ θ > 0. This implies that Lϑ±(x, t) ≥ 0. Hence,
by maximum principle we have,

ϑ±(x, t) ≥ 0, for all (x, t) ∈ D̄,

which implies

u(x, t) ≤ θ−1∥f∥ + max¶u0(x),max¶ϕ(x, t), ψ(x, t)♢♢.

Hence, the proof is completed. □

Lemma 2.4. The bound on the derivative of the solution u(x, t) of the problem in

(2.3) with respect to x is given by

∣

∣

∣

∣

∣

∂iu(x, t)

∂xi

∣

∣

∣

∣

∣

≤ C
(

1 + c−i
ε exp

(

−p∗(1 − x)/cε

))

, (x, t) ∈ D̄, i = 0, 1, 2, 3, 4.

Proof. See in [10]. □

3. Formulation of Numerical Scheme

3.1. Discretization in spatial direction. The theoretical basis of non-standard
discrete modeling method is based on the development of exact finite difference
method. In [17], Micken’s presented techniques and rules for developing non-standard
FDMs for different problem types. In Mickens’s rules, to develop a discrete scheme,
denominator function for the discrete derivatives must be expressed in terms of more
complicated functions of step sizes than those used in the standard procedures. These
complicated functions constitutes a general property of the schemes, which is useful
while designing reliable schemes for such problems.
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For the problem of the form in (2.3), in order to construct exact finite difference
scheme we follow the procedures used in [3]. Consider the constant coefficient sub-
equations given in (3.1) and (3.2) by ignoring the time variable as

−cε
d2u(x)

dx2
+ p∗du(x)

dx
+ θu(x) =0,(3.1)

−cε
d2u(x)

dx2
+ p∗du(x)

dx
=0,(3.2)

where p(x) ≥ p∗ and q(x) ≥ θ. Thus the problem (3.1) has two independent solutions
namely exp(λ1x) and exp(λ2x) with

(3.3) λ1,2 =
−p∗ ±

√

(p∗)2 + 4cεθ

−2cε

.

We discretize the spatial domain [0, 1], using uniform mesh length ∆x = h such that
ΩN

x = ¶xi = x0 + ih, i = 1, 2, . . . , N, x0 = 0, xN = 1, h = 1/N♢, where N is the
number of mesh points in spatial direction. We denote the approximate solution of
u(x) at xi’s by Ui. Now our objective is to calculate a difference equation which
has the same general solution as the problem (3.1) has at the grid point xi given by
Ui = A1 exp(λ1xi) + A2 exp(λ2xi) Using the procedures used in [17], we have

(3.4) det







Ui−1 exp(λ1xi−1) exp(λ2xi−1)
Ui exp(λ1xi) exp(λ2xi)
Ui+1 exp(λ1xi+1) exp(λ2xi+1)





 = 0.

Simplifying (3.4), we obtain that

(3.5) exp

(

p∗h

2cε



Ui−1 − 2 cosh





h
√

(p∗)2 + 4cεθ

2cε



Ui + exp

(

−
p∗h

2cε



Ui+1 = 0

is an exact difference scheme for (3.1).
After doing the arithmetic manipulation and rearrangement on (3.5) we obtain

(3.6) − cε
Ui−1 − 2Ui + Ui+1

hcε

p∗

(

exp(p∗h
cε

) − 1
) + p∗Ui − Ui−1

h
= 0.

The denominator function becomes γ2 = hcε

p∗

(

exp
(

hp∗

cε

)

− 1
)

. Adopting this denomi-

nator function for the variable coefficient problem, we write it as

(3.7) γ2
i =

hcε

p(xi)

(

exp

(

hp(xi)

cε



− 1



,

where γ2
i is a function of cε, pi and h, where pi is denoted for p(xi). By using (3.7) in

to the main semi-descrete scheme, we obtain

dUi(t)

dt
− cε

Ui+1(t) − 2Ui(t) + Ui−1(t)

γ2
i

+ p(xi)
Ui(t) − Ui−1(t)

h
+ q(xi)Ui(t) = f(xi, t).
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Let Ui(t) is denoted for the approximation of u(xi, t). By using the non-standard finite
difference approximation. At this stage the problem in (2.3) reduces to semi-discrete
form as

(3.8)







































LhUi(t) ≡
dUi(t)

dt
− cε

Ui+1(t) − 2Ui(t) + Ui−1(t)

γ2
i

+ p(xi)
Ui(t) − Ui−1(t)

h
+q(xi)Ui(t) = fi(t),

U0(t) = ϕ(0, t),
UN(t) = ψ(1, t) and
Ui(0) = u0(xi).

The system of IVPs in (3.8) can be written in compact form as

(3.9)
dUi(t)

dt
= AUi(t) + Fi(t),

where A is a tridiagonal matrix of size N − 1 ×N − 1 and Ui(t) and Fi(t) are column
vectors with N − 1 entries. The entries of A and F are given respectively as



































aii =
2cε

γ2
i

+
p(xi)

h
+ q(xi), i = 1, 2, . . . , N − 1,

aii+1 = −
cε

γ2
i

, i = 1, 2, . . . , N − 2,

aii−1 = −
cε

γ2
i

−
p(xi)

h
, i = 2, . . . , N − 1,

and






























F1(t) = f1(t) −

(

cε

γ2
1

+
p(x1)

h



ϕ(0, t),

Fi(t) = fi(t), i = 2, 3, . . . , N − 2,

FN−1(t) = fN−1(t) −

(

2cε

γ2
N−1



ψ(1, t).

Now we need to show the semi-discrete operator Lh satisfies the maximum principle
and the uniform stability estimate.

Lemma 3.1 (Semi-discrete maximum principle). Suppose U0(t) ≥ 0, UN(t) ≥ 0. Then

LhUi(t) ≥ 0 for all i = 1, 2, . . . , N − 1, implies that Ui(t) ≥ 0 for all i = 0, 1, . . . , N.

Proof. Suppose there exist p ∈ ¶0, 1, . . . , N♢ such that Up(t) = min0≤i≤N Ui(t). Sup-
pose that Up(t) < 0, which implies p ≠ 0, N . Also we have Up+1 − Up > 0 and
Up − Up−1 < 0. Now, we have

LhUp(t) =
dUp(t)

dt
− cε

Up+1(t) − 2Up(t) − Up−1(t)

γ2
p

+ pp
Up(t) − Up−1(t)

h
+ qpUp(t).

Using the assumption, we obtain that LhUi(t) < 0 for i = 1, 2, . . . , N − 1. Thus, the
supposition Ui(t) < 0, i = 0, 1, . . . , N is wrong. Hence,

Ui(t) ≥ 0, for all i = 0, 1, . . . , N. □
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Lemma 3.2. The solution Ui(t) of the semi-discrete problem in (3.8) or (3.9) satisfy

the following bound.

♣Ui(t)♣ ≤ θ−1 max
i

♣LhUi(t)♣ + max
i

¶♣u0(xi)♣,max
i

¶ϕ(xi, t), ψ(xi, t)♢♢.

Proof. Let p = θ−1 maxi♣L
hUi(t)♣ + maxi¶♣u0(xi)♣,maxi¶ϕ(xi, t), ψ(xi, t)♢♢ and we

define the barrier function ϑ±
i (t) by

(3.10) ϑ±
i (t) = p± Ui(t).

At the boundary points

ϑ±
0 (t) = p± u0(t) = p± ϕ(0, t) ≥ 0,

ϑ±
N(t) = p± uN(t) = p± ϕ(1, t) ≥ 0.

On the discretized domain xi, i = 1, 2, . . . , N − 1, we have

Lhϑ±
i (t) =

d
(

p± Ui(t)
)

dt
− cε

(

p± Ui+1(t) − 2(p± Ui(t)) + p± Ui−1(t)

γ2



+ pi

(

p± Ui(t) −
(

p± Ui−1(t)
)

h



+ qi(p± Ui(t))

=qip± LhUi(t)

=qi

(

θ−1 max
i

♣LhUi(t)♣ + max
i

¶♣u0(xi)♣,max
i

¶ϕ(xi, t), ψ(xi, t)♢♢



± fi(t)

≥0, since qi ≥ θ.

From Lemma 3.1, we obtain ϑ±
i ≥ 0, for all (xi, t) ∈ Ω̄N

x × Ωt.
This complete the proof. □

3.2. Convergence Analysis. Now, let us analyze the convergence of the spatial
discretization. We proved above the semi-discrete operator Lh satisfy the maximum
principle and the uniform stability estimate. Note that Ui(t) is denoted for the spatial
semi-discretization approximate solution to the exact solution u(x, t) at x = xi,
i = 0, 1, . . . , N .

Let define the forward and backward finite differences in space as:

D+v(xi, t) =
v(xi+1, t) − v(xi, t)

h
, D−v(xi, t) =

v(xi, t) − v(xi−1, t)

h
,

respectively, and the second order finite difference operator as

δ2v(xi, t) = D+D−v(xi, t) =
D+v(xi, t) −D−v(xi, t)

h
.

Theorem 3.1. Let the coefficients functions p(x), q(x) and the source function f(x, t)
in (2.3) be sufficiently smooth, so that u(x, t) ∈ C4[0, 1]×[0, T ]. Then the semi-discrete
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solution Ui(t) of (2.3) satisfies

(3.11)
∣

∣

∣Lh
(

u(xi, t) − Ui(t)
)∣

∣

∣ ≤ Ch



1 + sup
x∈(0,1)

exp
(

− p∗(1 − x)/cε

)

c3
ε



 .

Proof. We consider the truncation error in spatial discretization as:
∣

∣

∣Lh
(

u(xi, t) − Ui(t)
)∣

∣

∣

=
∣

∣

∣Lhu(xi, t) − LhUi(t)
∣

∣

∣

≤Ccε

∣

∣

∣

∣

∣

∂2u

∂x2
(xi, t) −D+

x D
−
x u(xi, t)

∣

∣

∣

∣

∣

+ Ccε

∣

∣

∣

∣

∣

(

h2

γ2
i

− 1



D+
x D

−
x u(xi, t)

∣

∣

∣

∣

∣

+ Ch

∣

∣

∣

∣

∣

∂2u

∂x2
(xi, t)

∣

∣

∣

∣

∣

≤Ccεh
2

∣

∣

∣

∣

∣

∂4u

∂x4
(xi, t)

∣

∣

∣

∣

∣

+ Ch

∣

∣

∣

∣

∣

∂2u

∂x2
(xi, t)

∣

∣

∣

∣

∣

+ Ch

∣

∣

∣

∣

∣

∂2u

∂x2
(xi, t)

∣

∣

∣

∣

∣

≤Ccεh
2

∣

∣

∣

∣

∣

∂4u

∂x4
(xi, t)

∣

∣

∣

∣

∣

+ Ch

∣

∣

∣

∣

∣

∂2u

∂x2
(xi, t)

∣

∣

∣

∣

∣

.

The bound cε

∣

∣

∣

h2

γ2

i

− 1
∣

∣

∣ ≤ Ch used in above expression is based on the behavior of the

denominator function (γ2
i ) in non-standard finite difference. To illustrate the bound

given there, let us define σ =: pih/cε, σ ∈ (0,∞). Then

cε

∣

∣

∣

∣

∣

h2

γ2
i

− 1

∣

∣

∣

∣

∣

= pih

∣

∣

∣

∣

∣

1

exp(σ) − 1
−

1

σ

∣

∣

∣

∣

∣

=: pihR(σ).

By simplifying and writing explicitly we obtain

R(σ) =
exp(σ) − σ − 1

σ(exp(σ) − 1)

and we obtain the limit is bounded as

lim
σ→0

R(σ) =
1

2
, lim

σ→∞
R(σ) = 0.

Hence, for all σ ∈ (0,∞), we have R(σ) ≤ C. So, the error estimate in the spatial
discretization is bounded as

(3.12)
∣

∣

∣Lh
(

u(xi, t) − Ui(t)
)∣

∣

∣ ≤ Ccεh
2

∣

∣

∣

∣

∣

∂4u

∂x4
(xi, t)

∣

∣

∣

∣

∣

+ Ch

∣

∣

∣

∣

∣

∂2u

∂x2
(xi, t)

∣

∣

∣

∣

∣

.

From (3.12) and boundedness of derivatives of solution in Lemma 2.4, we obtain

∣

∣

∣Lh
(

u(xi, t) − Ui(t)
)∣

∣

∣ ≤Ccεh
2

∣

∣

∣

∣

∣

1 + c−4
ε exp

(

−p∗(1 − xi)

cε

∣

∣

∣

∣

∣

+ Ch

∣

∣

∣

∣

∣

1 + c−2
ε exp

(

−p∗(1 − xi)

cε

∣

∣

∣

∣

∣

≤Ch

∣

∣

∣

∣

∣

1 + max
i
c−3

ε exp

(

−p∗(1 − xi)

cε

∣

∣

∣

∣

∣

. □
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Lemma 3.3. For a fixed mesh and for ε → 0, it holds

(3.13) lim
cε→0

max
j

exp
(

−p∗(1−xj)

cε

)

cm
ε

= 0, m = 1, 2, 3, . . . ,

where xj = jh, h = 1/N , for all j = 1, 2, . . . , N − 1.

Proof. Let us consider the partition of the interval [0, 1], with points xj = jh, h =
1/N, j = 0, 1, . . . , N . By using x1 = h, 1 − xN−1 = h, we have

max
1≤j≤N−1

exp(−p∗xj/cε)

cm
ε

≤
exp(−p∗x1/cε)

cm
ε

=
exp(−p∗h/cε)

cm
ε

and

max
1≤j≤N−1

exp(−p∗(1 − xj)/cε)

cm
ε

≤
exp(−p∗(1 − xN−1)/cε)

cm
ε

=
exp(−p∗h/cε)

cm
ε

.

Then, by the repeated application of L’Hospital’s rule, we have

lim
cε→0

exp(−p∗h/cε)

cm
ε

= lim
r=1/cε→∞

rm

exp(p∗hr)
= lim

r=1/cε→∞

m!

(p∗h)m exp(p∗hr)
= 0.

Hence, the proof is completed. □

Theorem 3.2. Under the hypothesis of boundedness of semi-discrete solution (i.e.,

it satisfies the semi-discrete maximum principle), Lemma 3.3 and Theorem 3.1, the

semi-discrete solution satisfy the following bound.

(3.14) sup
0<cε≪1

max
i

♣u(xi, t) − Ui(t)♣ΩN
x ×Ωt

≤ CN−1.

Proof. Results from boundedness of solution, Lemma 3.1 and Theorem 3.1 gives the
required estimates. □

3.3. Discretization in temporal direction. On the time domain Ωt = [0, T ], we
construct a mesh with mesh length ∆tj = tj+1 − tj, j = 0, 1, 2, . . . ,M − 1, where M
denotes the number of mesh points in time direction. First rewrite (3.9) in the form

(3.15)
dUi(t)

dt
= f

(

t, Ui(t)
)

,

with the initial condition U(xi, 0) = u0(xi), i = 0, 1, . . . , N , where f
(

t, Ui(t)
)

=

−AUi(t) + Fi(t). Now, we solve the system of IVPs in (3.15) using implicit Runge-
Kutta method of order 2 and 3 given in [7].
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We construct the scheme for each j = 0, 1, 2, . . . ,M − 1, as
(3.16)














































































k1 = f(tj, Ui,j),

k2 = f
(

tj +
1

2
∆tj, Ui,j +

1

2
∆tjk1

)

,

k3 = f
(

tj +
3

4
∆tj, Ui,j +

3

4
∆tjk2

)

,

U∗
i,j+1 = Ui,j +

2

9
∆tjk1 +

1

3
∆tjk2 +

4

9
∆tjk3,

k4 = f(tj + ∆tj, U
∗
i,j+1),

Ui,j+1 = Ui,j +
7

24
∆tjk1 +

1

4
∆tjk2 +

1

3
∆tjk3 +

1

8
∆tjk4, i = 1, 2, . . . , N − 1.

For each j the local approximation Ui,j+1 to Ui(tj+1) has third order (i.e., O(∆tj)
3)

accuracy [7]. Let denote ∆t = maxj ∆tj.

Lemma 3.4. From the approximation method in temporal direction, the global error

estimates in this direction is given by

∥Ej+1∥ = max
j

♣Ui(tj+1) − Ui,j+1♣ΩN
x ×ΩM

t
≤ C(∆t)2,

where ∥Ej+1∥ is the global error in the temporal direction at (j + 1)th time level.

Proof. Using the local error estimate upto jth time step, we obtain the global error
estimate at (j + 1)th time step.

∥Ej+1∥ =

∥

∥

∥

∥

∥

j
∑

l=1

el

∥

∥

∥

∥

∥

(j ≤ M)

≤ ∥e1∥+∥e2∥+ · · · + ∥ej∥ (∥el∥= Cl(∆tj)
3)

≤ C1(j∆t)(∆t)
2

≤ C1T (∆t)2 (since j∆t ≤ T )

≤ C(∆t)2.

Hence,

□(3.17) ∥Ej+1∥= max
j

♣Ui(tj+1) − Ui,j+1♣≤ C(∆t)2.

Here, since C and ∆t are independent of the perturbation parameter ε. By taking
the suprimum for all ε ∈ (0, 1] we obtain

(3.18) sup
0<cε≪1

max
j

♣Ui(tj+1) − Ui,j+1♣ΩN
x ×ΩM

t
≤ C(∆t)2.

This shows that the discretization in time direction is consistent and global error is
bounded, with the error bound O(∆t)2.
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Now, we use (3.14) and (3.18) to prove the ε-uniform convergence of the fully
discrete scheme as

sup
0<cε≪1

max
i,j

♣u(xi, tj) − Ui,j♣= sup
0<cε≪1

max
i,j

♣u(xi, tj) − Ui(tj) + Ui(tj) − Ui,j♣

≤ sup
0<cε≪1

max
i,j

♣u(xi, tj) − Ui(tj)♣

+ sup
0<cε≪1

max
i,j

♣Ui(tj) − Ui,j♣.

Hence, we obtain the required bound as

(3.19) sup
0<cε≪1

∥u(xi, tj) − Ui,j∥ΩN
x ×ΩM

t
≤ C

(

N−1 + (∆t)2
)

.

Remark 3.1. The inequality in (3.19) shows the ε-uniform convergence of the scheme
with order of convergence: first order in spatial direction and second order in temporal
direction.

4. Numerical Results and Discussion

To validate the established theoretical results, we perform some experiments using
the proposed numerical scheme on the problem given in (2.1). We consider two
numerical examples to verify the ε-convergence of the proposed scheme.

Example 4.1. From [20]

∂u

∂t
− ε2∂

2u

∂x2
+ (2 + x+ x2)

∂u

∂x
+

(

1 + x2

2



u(x− δ, t) = sin(πx(1 − x)),

with T = 1 subject to the initial condition u(x, 0) = 0, x ∈ [0, 1], and interval-
boundary conditions ϕ(x, t) = 0, −δ ≤ x ≤ 0, ψ(1, t) = 0 on t ∈ [0, 1].

Example 4.2. From [9] by setting η = 0

∂u

∂t
− ε2∂

2u

∂x2
+
∂u

∂x
+ (2 − x2)u(x− δ, t) + (1 + x2 + exp(x))u(x, t) = 50(x(1 − x))3,

with T = 2 subject to the initial condition u(x, 0) = 0, x ∈ [0, 1], and interval-boundary
conditions ϕ(x, t) = 0, −δ ≤ x ≤ 0, ψ(1, t) = 0 on t ∈ [0, 2].

Exact solution is not available for these two problems, therefore maximum nodal
errors are calculated by using the double mesh technique given in [9] as

EN,M
ε,δ = max

i,j
♣UN,M

i,j − U2N,2M
i,j ♣,

where N and M are the number of mesh points in x and t, respectively. UN,M
i,j are

the computed solutions of the problem using N , M mesh numbers and U2N,2M
i,j are

computed solutions on double number of mesh points 2N, 2M by including the mid
points xi+1/2 and tj+1/2 into the mesh points. For any value of the mesh points N,M
the ε-uniform error estimate are calculated by

EN,M = max
ε,δ

∣

∣

∣EN,M
ε,δ

∣

∣

∣ .
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The rate of convergence of the method is given by

rN,M
ε,δ = log2

(

EN,M
ε,δ /E2N,2M

ε,δ

)

=
log

(

EN,M
ε,δ

)

− log
(

E2N,2M
ε,δ

)

log 2

and the ε-uniform convergence is calculated by

rN,M = log2

(

EN,M/E2N,2M
)

=
log

(

EN,M
)

− log
(

E2N,2M
)

log 2
.

The solutions of Examples 4.1 and 4.2 have a boundary layer on the right side of
the x-domain as shown in Figures 3 and 5. The effect of perturbation parameter
ε and delay parameter δ is shown in Figures 1 and 2, by using different values for
ε and δ for the test problems, i.e., one can observe from Figure 1 (a) and 2 (a),
when the perturbation parameter tends to zero strong boundary layer is formed on
the right side of the x-domain, in Figures 1 (b) and 2 (b) we observe that as the
value of the delay parameter increases the thickness of the boundary layer decreases.
The numerical results displayed in Tables 1 and 3 indicate the proposed method is
convergent independent of the perturbation parameter. From the results in tables 1−3
and Figure 4, one can observe that the maximum point-wise error EN,M

ε,δ decreases as
N increases for each value of ε. in addition to that, the maximum point-wise error is
stable as ε → 0 for each N , M . Using the results in these two examples we confirm
the proposed numerical method is more accurate, stable and ε-uniform convergent
with rate of convergence one. Numerical results in tables and figure confirm the
parameter-uniformness of the proposed scheme. The results in this method are better
than that obtained in [20] and [19].

(a) (b)

Figure 1. Example 4.1, in (a) the solution behavior for different values
of ε at T = 1, in (b) the behavior of solution for different values of delay
at ε = 2−2 and T = 1.
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Table 1. Example 4.1 maximum absolute error and rate of convergence
for the proposed method and results in [20] with δ = 0.6ε

ε N=32 64 128 256 512 1024
↓ M=60 120 240 480 960 1920
Our
Scheme
2−6 3.9367e-03 1.9697e-03 9.8547e-04 4.9293e-04 2.4651e-04 1.2327e-04

0.9990 0.9991 0.9994 0.9997 0.9998 -
2−8 3.9308e-03 1.9667e-03 9.8399e-04 4.9219e-04 2.4614e-04 1.2308e-04

0.9990 0.9991 0.9994 0.9997 0.9999 -
2−10 3.9293e-03 1.9660e-03 9.8362e-04 4.9201e-04 2.4605e-04 1.2304e-04

0.9990 0.9991 0.9994 0.9997 0.9998 -
2−12 3.9289e-03 1.9658e-03 9.8353e-04 4.9196e-04 2.4603e-04 1.2303e-04

0.9990 0.9991 0.9994 0.9997 0.9998 -
2−14 3.9288e-03 1.9658e-03 9.8351e-04 4.9195e-04 2.4602e-04 1.4180e-04

0.9990 0.9991 0.9994 0.9997 0.7949 -
2−16 3.9288e-03 1.9658e-03 9.8350e-04 4.9195e-04 2.4602e-04 1.2302e-04

0.9990 0.9991 0.9994 0.9997 0.9999 -
2−18 3.9288e-03 1.9657e-03 9.8350e-04 4.9194e-04 2.4602e-04 1.2302e-04

0.9990 0.9991 0.9994 0.9997 0.9999 -
2−20 3.9288e-03 1.9657e-03 9.8350e-04 4.9194e-04 2.4602e-04 1.2302e-04

0.9990 0.9991 0.9994 0.9997 0.9999 -
Result
in [20]
2−6 5.9208e-03 3.6201e-03 2.1189e-03 1.1966e-03 6.5640e-04 3.5122e-04

0.7097 0.7727 0.8243 0.8663 0.9022 0.9703
2−8 5.9146e-03 3.6167e-03 2.1172e-03 1.1959e-03 6.5607e-04 3.5165e-04

0.7096 0.7725 0.8241 0.8662 0.8997 0.9256
2−10 5.9131e-03 3.6158e-03 2.1168e-03 1.1957e-03 6.5597e-04 3.5161e-04

0.7096 0.7724 0.8240 0.8662 0.8997 0.9256
2−12 5.9127e-03 3.6156e-03 2.1167e-03 1.1957e-03 6.5594e-04 3.5160e-04

0.7096 0.7724 0.8240 0.8662 0.8996 0.9256
2−14 5.9126e-03 3.6155e-03 2.1167e-03 1.1957e-03 6.5594e-04 3.5160e-04

0.7096 0.7724 0.8240 0.8662 0.8996 0.9256
2−16 5.9126e-03 3.6155e-03 2.1167e-03 1.1957e-03 6.5594e-04 3.5160e-04

0.7096 0.7724 0.8240 0.8662 0.8996 0.9256
2−18 5.9126e-03 3.6155e-03 2.1167e-03 1.1957e-03 6.5593e-04 3.5160e-04

0.7096 0.7724 0.8240 0.8662 0.8996 0.9256
2−20 5.9125e-03 3.6155e-03 2.1167e-03 1.1957e-03 6.5593e-04 3.5160e-04

0.7096 0.7724 0.8240 0.8662 0.8996 0.9256
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Table 2. Example 4.1’s ε-uniform absolute error and rate of conver-
gence for the proposed method and results in [20] and (in [19] for the
case δ = 0.9ε).

N: 32 64 128 256 512 1024
M: 60 120 240 480 960 1920
Our
Scheme.
EN,M 3.9288e-03 1.9657e-03 9.8350e-04 4.9194e-04 2.4602e-04 1.2302e-04
rN,M 0.9990 0.9991 0.9994 0.9997 0.9999 -
Result
in [20]
EN,M 5.9125e-03 3.6155e-03 2.1167e-03 1.1957e-03 6.5593e-04 3.5160e-04
rN,M 0.7096 0.7724 0.8240 0.8662 0.8996 0.9256
Result
in [19]
EM,N 8.3467e-03 5.3894e-03 3.3649e-03 2.0082e-03 1.1571e-03 6.4904e-04
rM,N 0.6311 0.6796 0.7447 0.7954 0.8341 -

(a) (b)

Figure 2. Example 4.2, in (a) the solution behavior for different values
of ε at T = 2, in (b) the behavior of solution for different values of delay
at ε = 2−2 and T = 2.

5. Conclusions

A numerical method is developed for solving a singularly perturbed parabolic delay
differential equation whose solution exhibit a boundary layer behavior. The developed
method is based on method of line that constitute the non-standard finite difference
for the spatial discretization and the Runge-Kutta order 2 and 3 implicit method in
the temporal direction for the system of IVP resulting from the spatial discretization.
Stability and convergence analysis of the proposed scheme is shown. The applicability
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Table 3. Example 4.2’s maximum absolute error and rate of conver-
gence for the proposed method with δ = 0.5ε

ε N=M=32 64 128 256 512 1024
↓
Our
Scheme
2−6 5.7389e-03 2.9180e-03 1.4718e-03 7.3915e-04 3.7036e-04 1.8537e-04

0.9758 0.9874 0.9936 0.9969 0.9985 -
2−8 5.7126e-03 2.9034e-03 1.4647e-03 7.3552e-04 3.6854e-04 1.8447e-04

0.9764 0.9871 0.9938 0.9969 0.9984 -
2−10 5.7061e-03 2.8998e-03 1.4630e-03 7.3461e-04 3.6808e-04 1.8424e-04

0.9766 0.9870 0.9939 0.9970 0.9984 -
2−12 5.7044e-03 2.8989e-03 1.4625e-03 7.3438e-04 3.6797e-04 1.8418e-04

0.9766 0.9871 0.9938 0.9969 0.9985 -
2−14 5.7040e-03 2.8987e-03 1.4624e-03 7.3433e-04 3.6794e-04 1.8417e-04

0.9766 0.9871 0.9938 0.9970 0.9984 -
2−16 5.7039e-03 2.8986e-03 1.4624e-03 7.3431e-04 3.6794e-04 1.8417e-04

0.9766 0.9870 0.9939 0.9969 0.9984 -
2−18 5.7039e-03 2.8986e-03 1.4624e-03 7.3431e-04 3.6793e-04 1.8416e-04

0.9766 0.9870 0.9939 0.9970 0.9985 -
2−20 5.7039e-03 2.8986e-03 1.4624e-03 7.3431e-04 3.6793e-04 1.8416e-04

0.9766 0.9870 0.9939 0.9970 0.9985 -

EN,M 5.7389e-03 2.9180e-03 1.4718e-03 7.3915e-04 3.7036e-04 1.8537e-04
rN,M 0.9758 0.9874 0.9936 0.9969 0.9985 -

(a) (b)

Figure 3. Example 4.1, (a) numerical solution for ε = 1, δ = 0.6ε and
(b) numerical solution for ε = 2−10, δ = 0.6ε.
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(a) (b)

Figure 4. Example 4.1 on left and Example 4.2 on right, Log-Log
scale plot of the maximum absolute error for different values of ε.

(a) (b)

Figure 5. Example 4.2, in (a) numerical solution for ε = 2−4, δ = 0.5ε
and in (b) numerical solution for ε = 2−20, δ = 0.5ε.

of the proposed scheme is investigated by taking two examples. The effect of the
perturbation parameter and the delay on the solution of the problem are shown
by using figures. The method is shown to be ε-uniformly convergent with order of
convergence O(N−1 +(∆t)2). The performance of the proposed scheme is investigated
by comparing with prior study. The proposed method gives more accurate, stable
and ε-uniform numerical result.

Acknowledgements. The authors would like to acknowledge the reviewers in ad-
vance for their constructive comments.
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EXISTENCE AND STABILITY ANALYSIS OF SEQUENTIAL

COUPLED SYSTEM OF HADAMARD-TYPE FRACTIONAL

DIFFERENTIAL EQUATIONS

AKBAR ZADA1 AND MOHAMMAD YAR1

Abstract. In this paper we study existence, uniqueness and Hyers-Ulam stabil-
ity for a sequential coupled system consisting of fractional differential equations of
Hadamard type, subject to nonlocal Hadamard fractional integral boundary con-
ditions. The existence of solutions is derived from Leray-Schauder’s alternative,
whereas the uniqueness of solution is established by Banach contraction principle.
An example is also presented which illustrate our results.

1. Introduction

In this paper, we study the sequential coupled system of Hadamard fractional
differential equations with nonlocal Hadamard fractional integral boundary conditions
of the following form:











































(Dq + kDq−1)u(t) = f(t, u(t), v(t)), k > 0, 1 < q ≤ 2, t ∈ (1, e),
(Dp + kDp−1)v(t) = g(t, u(t), v(t)), k > 0, 1 < p ≤ 2, t ∈ (1, e),

u(1) = 0,
m
∑

i=1

λiI
αiu(ηi) =

n
∑

j=1

µj(I
βju(e) − Iβju(ξj)),

v(1) = 0,
m
∑

i=1

ρiI
γiv(θi) =

n
∑

j=1

κj(I
δjv(e) − Iδjv(ζj)),

(1.1)

where D(·) denotes the Hadamard fractional derivative of order p and q, f, g : [1, e] ×
R

2 → R are continuous functions and ηi, θi, ξj, ζj ∈ (1, e) and λi, ρi, µj, κj ∈ R,

Key words and phrases. Hadamard fractional derivative, sequential coupled system, fixed point
theorem, Hyers-Ulam stability.
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i = 1, 2, . . . ,m, j = 1, 2, . . . , n, and I(φ) is the Hadamard fractional integral of order
ϕ > 0, ϕ = αi, γi, βj, δj, i = 1, 2, . . . ,m, j = 1, 2, . . . , n.

Fractional calculus is the field of mathematical analysis, which deals with the inves-
tigation and applications of integrals and derivatives of an arbitrary order. Fractional
differential equations (FDEs) have played a significant role in many engineering and
scientific disciplines e.g. as the mathematical modeling of systems and processes in
the fields of physics, chemistry, aerodynamics, electrodynamics of complex medium,
polymer rheology, bode’s analysis of feedback amplifiers, capacitor theory, electrical
circuits, electron analytical chemistry, biology, control theory, fitting of experimental
data and so forth [5, 14,15]. FDEs also serve as an excellent tool for the description
of hereditary properties of various materials and processes [18].

The theory of fractional order differential equations, involving different kinds of
boundary conditions has been a field of interest in pure and applied sciences. Nonlocal
conditions are used to describe certain features of applied mathematics and physics
such as blood flow problems, chemical engineering, thermo-elasticity, underground
water flow, population dynamics and so on [1, 6, 17].

In the classical text [19], it has been mentioned that Hadamard in 1892 [8] suggested
a concept of fractional integro–differentiation in terms of the fractional power of
the type (x d

dx
)p in contrast to its Riemann-Liouville counterpart of the form ( d

dx
)p.

The kind of derivative, introduced by Hadamard contains logarithmic function of
arbitrary exponent in the kernel of the integral appearing in its definition. Hadamard’s
construction is invariant in relation to dilation and is well suited to the problems
containing half axes.

Coupled systems of FDEs have also been investigated by many authors. Such
systems appear naturally in many real world situations. Some recent results on the
topic can be found in a series of papers [2, 3, 9, 12, 20,25].

Another aspect of FDEs which has very recently got attentions from the researchers
is the Ulam type stability analysis of the aforesaid equations. The mentioned stability
was first pointed out by Ulam [26] in 1940, which was further explained by Hyers [10],
over Banach space. Latter on, many researchers done valuable work on the same task
and interesting results were formed for linear and nonlinear integral and differential
equations, for detail see [4, 24,27,28,30–32,35]. This stability analysis is very useful
in many applications, such as numerical analysis, optimization, etc., where finding
the exact solution is quite difficult. For detailed study of Ulam-type stability with
different approaches, we recommend papers [13,21–24,29,33,34,36–39].

In addition, the inspiration of this paper comes from the following two problems
[11, 16]. In [16], Thiramanus et al. investigated the existence and uniqueness of
solutions for a fractional boundary value problem involving Hadamard-type fractional
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differential equations and nonlocal fractional integral boundary conditions:






















Dqx(t) = f(t, x(t)), 1 < q ≤ 2, t ∈ (1, e),
x(1) = 0,
m
∑

i=1

λiI
αix(ηi) =

n
∑

j=1

µj(I
βjx(e) − Iβjx(ξj)),

(1.2)

where Dq denotes the Hadamard fractional derivative of order q, f : [1, e] ×R → R is
a continuous function, ηi, ξj ∈ (1, e), λi, µj ∈ R for all i = 1, 2, . . . ,m, j = 1, 2, · · · , n,
η1 < η2 < · · · < ηm, ξ1 < ξ2 < · · · < ξn and Iϕ is the Hadamard fractional integral of
order ϕ > 0, ϕ = αi, βj, i = 1, 2, . . . ,m, j = 1, 2, . . . , n.

In [11], the authors discussed existence results for Hadamard type fractional func-
tional integro-differential equations with integral boundary conditions:























Dqy(t) = f(t, y(t), (T1y)(t), (T2y)(t)), 1 < q ≤ 2, t ∈ (1, e),
y(1) = 0,
m
∑

i=1

λiI
αiy(ηi) =

n
∑

j=1

µj(I
βjx(e) − Iβjx(ξj)).

(1.3)

We show the existence of solutions for problem (1.1) by applying Leray-Schauder
alternative criterion while uniqueness of solutions for (1.1) relies on Banach contraction
mapping principle.

The rest of the paper is organized as follows: In Section 2, we recall some preliminary
concepts which we need in the sequel. Section 3 contains the main results for problem
(1.1). In Section 4, we present the Hyers-Ulam stability for problem (1.1).

2. Preliminaries and Background Materials

In this section, we introduce some notations and definitions of fractional calculus
and present preliminary results needed in our proofs, and then we prove an auxiliary
lemma for the linear modification of problem (1.1).

Definition 2.1. The Hadamard derivative of fractional order q for a function f ∈
Cn[1,∞), is defined as

Dqf(t) =
1

Γ(n− q)



t
d

dt

n
∫ t

0



log
t

s

n−q−1
f(s)

s
ds, n− 1 < q < n,

where n = [q] + 1, [q] denotes the integer part of q and log(·) = loge(·) provided that
integral exists.

Definition 2.2. The Hadamard fractional integral of order q for a function f :
[1,∞) → R is defined by

Iqf(t) =
1

Γ(q)

∫ t

1



log
t

s

q−1
f(s)

s
ds, q > 0,
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provided that integral exists, and Γ(·) is the Gamma function defined by

Γ(q) =
∫

∞

0
e−stq−1ds, q > 0.

Lemma 2.1. Let ϕ, ψ are continuous functions from [1, e] to R. Then the solution

for the linear system of sequential fractional differential equations:










































(Dq + kDq−1)u(t) = ϕ(t), k > 0, 1 < q ≤ 2, t ∈ (1, e),
(Dp + kDp−1)v(t) = ψ(t), 1 < p ≤ 2, t ∈ (1, e),

u(1) = 0,
m
∑

i=1

λiI
αiu(ηi) =

n
∑

j=1

µj(I
βju(e) − Iβju(ξj)),

v(1) = 0,
m
∑

i=1

ρiI
γiv(θi) =

n
∑

j=1

κj(I
δjv(e) − Iδjv(ζj)),

(2.1)

is

u(t) =
1

A1



t−k
∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

λi

Γ(αi)Γ(q − 1)

×
∫ ηi

1



log
ηi

s

αi−1

s−k−1



∫ s

1
rk−1



∫ r

1



log
r

m

q−2
ϕ(m)

m
dm



dr



ds

+
n
∑

j=1

µj

Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
ϕ(m)

m
dm



dr



ds

− e−k

Γ(q − 1)

n
∑

j=1

µj

Γ(βj)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
ϕ(m)

m
dm



dr



ds

]

+ t−k
∫ t

1
sk−1Iq−1ϕ(s)ds(2.2)

and

v(t) =
1

A2



t−k
∫ t

1
sk−1(log s)p−2ds



m
∑

i=1

ρi

Γ(γi)Γ(p− 1)

×
∫ θi

1



log
θi

s

γi−1

s−k−1



∫ s

1
rk−1



∫ r

1



log
r

m

p−2
ψ(m)

m
dm



dr



ds

+
n
∑

j=1

κj

Γ(δj)Γ(p− 1)

∫ ζj

1



log
ζj

s

δj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

p−2
ψ(m)

m
dm



dr



ds
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− e−k

Γ(p− 1)

n
∑

j=1

κj

Γ(δj)

∫ e

1



log
e

s

δj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

p−2
ψ(m)

m
dm



dr



ds

]

+ t−k
∫ t

1
sk−1Ip−1ψ(s)ds,(2.3)

where

A1 =
n
∑

j=1

e−kµj

Γ(βj)

∫ e

1



log
e

s

βj−1

s−1



∫ e

1
rk−1(log r)q−2dr



ds

−
n
∑

j=1

µj

Γ(βj)

∫ ξj

1



log
ξj

s

βj−1

s−k−1



∫ r

1
rk−1(log r)q−2dr



ds

−
m
∑

i=1

λi

Γ(αi)

∫ ηi

1



log
ηi

s

αi−1

s−k−1



∫ r

1
rk−1(log r)q−2dr



ds(2.4)

and

A2 =
n
∑

j=1

e−kκj

Γ(δj)

∫ e

1



log
e

s

δj−1

s−1



∫ e

1
rk−1(log r)p−2dr



ds

−
n
∑

j=1

κj

Γ(δj)

∫ ζj

1



log
ζj

s

δj−1

s−k−1



∫ r

1
rk−1(log r)p−2dr



ds

−
m
∑

i=1

ρi

Γ(γi)

∫ θi

1



log
θi

s

γi−1

s−k−1



∫ r

1
rk−1(log r)p−2dr



ds.(2.5)

Proof. As argued in [14], the general solution of the system (2.1) can be written as

(2.6) u(t) = c0t
−k

+ c1t
−k
∫ t

1
sk−1(log s)q−2ds+ t−k

∫ t

1
sk−1Iq−1ϕ(t)ds

and

(2.7) v(t) = d0t
−k

+ d1t
−k
∫ t

1
sk−1(log s)p−2ds+ t−k

∫ t

1
sk−1Ip−1ψ(t)ds,

where ci, di, i = 0, 1, are unknown arbitrary constants. The conditions u(1) = 0 and
v(1) = 0 in (2.6) and (2.7) imply that c0 = 0 and d0 = 0, which leads to

(2.8) u(t) = c1t
−k
∫ t

1
sk−1(log s)q−2ds+ t−k

∫ t

1
sk−1Iq−1ϕ(t)ds

and

(2.9) v(t) = d1t
−k
∫ t

1
sk−1(log s)p−2ds+ t−k

∫ t

1
sk−1Ip−1ψ(t)ds.
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Now, using the coupled integral boundary conditions given by (1.1), in (2.8) and (2.9),
we obtain

(2.10) c1 =
J1

A1

, d1 =
J2

A2

,

where A1 and A2 are respectively given by (2.4) and (2.5), and

J1 =
m
∑

i=1

λi

Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
ϕ(m)

m
dm



dr



ds

+
n
∑

j=1

µj

Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
ϕ(m)

m
dm



dr



ds

−
n
∑

j=1

e−kµj

Γ(βj)

∫ e

1



log
e

s

βj−1

s−1



∫ e

1
rk−1Iq−1ϕ(r)dr



ds,(2.11)

J2 =
m
∑

i=1

ρi

Γ(γi)Γ(p− 1)

∫ θi

1



log
θi

s

γi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

p−2
ψ(m)

m
dm



dr



ds

+
n
∑

j=1

κj

Γ(δj)Γ(p− 1)

∫ ζj

1



log
ζj

s

δj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

p−2
ψ(m)

m
dm



dr



ds

−
n
∑

j=1

e−kκj

Γ(δj)

∫ e

1



log
e

s

δj−1

s−1



∫ e

1
rk−1Ip−1ψ(r)dr



ds.(2.12)

Substituting the values of c1 and c2 in (2.8) and (2.9) we obtained the solutions (2.2)
and (2.3). □

3. Main Results

Let C = C([1, e],R) denotes the Banach space of all continuous functions from [1, e]
to R. Let us introduce the space X = ¶u(t) : u(t) ∈ C1([1, e])♢ endowed with the
norm ∥u∥ = sup¶♣u(t)♣ : t ∈ [1, e]♢. Obviously, (X, ∥ · ∥) is a Banach space. Also let
Y = ¶v(t) : v(t) ∈ C1([1, e])♢ be endowed with the norm ∥v∥ = sup¶♣v(t)♣ : t ∈ [1, e]♢.
Obviously the product space (X×Y, ∥(u, v)∥) is a Banach space with norm ∥(u, v)∥ =
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∥u∥ + ∥v∥. In view of Lemma 2.1, we define an operator T : X × Y → X × Y by

T (u, v)(t) =



T1(u, v)(t)
T2(u, v)(t)



,

where

T1(u, v)(t) =
1

A1



t−k
∫ t

1
sk−1(log s)q−2ds





m
∑

i=1

λi

Γ(αi)

∫ ηi

1



log
ηi

s

αi−1

s−k−1



∫ s

1
rk−1



Iq−1f(r, u(r), v(r))



dr



ds

+
n
∑

j=1

µj

Γ(βj)

∫ ξj

1



log
ξj

s

βj−1

s−k−1



∫ s

1
rk−1



Iq−1f(r, u(r), v(r))



dr



ds

−
n
∑

j=1

e−kµj

Γ(βj)

∫ e

1



log
e

s

βj−1

s−1



∫ e

1
rk−1Iq−1f(r, u(r), v(r))dr



ds

]

+ t−k
∫ t

1
sk−1Iq−1f(s, u(s), v(s))ds(3.1)

and

T2(u, v)(t) =
1

A2



t−k
∫ t

1
sk−1(log s)p−2ds





m
∑

i=1

ρi

Γ(γi)

∫ θi

1



log
θi

s

γi−1

s−k−1



∫ s

1
rk−1



Ip−1g(r, u(r), v(r))



dr



ds

+
n
∑

j=1

κj

Γ(δj)

∫ ζj

1



log
ζj

s

δj−1

s−k−1



∫ s

1
rk−1



Ip−1g(r, u(r), v(r))



dr



ds

−
n
∑

j=1

e−kκj

Γ(δj)

∫ e

1



log
e

s

δj−1

s−1



∫ e

1
rk−1Ip−1g(r, u(r), v(r))dr



ds

]

+ t−k
∫ t

1
sk−1Ip−1g(s, u(s), v(s))ds.(3.2)

For the sake of convenience, we set

M1 =
1

♣A1♣



m
∑

i=1

♣λi♣(log ηi)
αi+q

(q − 1)Γ(q + 1)Γ(αi + 1)
+

n
∑

j=1

♣µj♣(log ξj)
βj+q

(q − 1)Γ(q + 1)Γ(βj + 1)



+
n
∑

j=1

♣µj♣
(q − 1)Γ(q + 1)Γ(βj + 1)

,(3.3)

M2 =
1

♣A2♣



m
∑

i=1

♣ρi♣(log θi)
γi+p

(p− 1)Γ(p+ 1)Γ(γi + 1)
+

n
∑

j=1

♣κj♣(log ζj)
δj+p

(p− 1)Γ(p+ 1)Γ(δj + 1)


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+
n
∑

j=1

♣κj♣
(p− 1)Γ(p+ 1)Γ(δj + 1)

(3.4)

and

M0 = min¶1 − (M1k1 +M2λ1), 1 − (M1k2 +M2λ2♢, ki, λi ≤ 0, i = 1, 2.(3.5)

The first result is concerned with the existence and uniqueness of solution for the
problem (1.1) and is based on Banach contraction mapping principle.

Theorem 3.1. Assume that f, g : [1, e] ×R
⊭ → R are continuous functions and there

exist constants mi, ni, i = 1, 2 such that for all t ∈ [1, e] and ui, vi ∈ R, i = 1, 2, such

that

♣f(t, u2, v2) − f(t, u1, v1)♣ ≤ m1♣u2 − u1♣ +m2♣v2 − v1♣
and

♣g(t, u2, v2) − g(t, u1, v1)♣ ≤ n1♣u2 − u1♣ + n2♣v2 − v1♣.
In addition, assume that

M1(m1 +m2) +M2((n1 + n2) < 1,

where Mi, i = 1, 2, are given by (3.3) and (3.4). Then the boundary value problem

(1.1) has a unique solution.

Proof. Define sup
t∈[1,e]

f(t, 0, 0) = N1 < ∞ and sup
t∈[1,e]

g(t, 0, 0) = N2 < ∞ such that

r >
M1N1 +M2N2

1 −M1(m1 +m2) +M2(n1 + n2)
.

We show that T Br ⊂ Br, where Br = ¶(u, v) ∈ X×Y : ∥(u, v)∥ < r♢. For (u, v) ∈ Br,
we have

♣T1(u, v)(t)♣ = sup
t∈[1,e]

{

1

A1



t−k
∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

λi

Γ(αi)Γ(q − 1)

×
∫ ηi

1



log
ηi

s

αi−1

s−k−1



∫ s

1
rk−1



∫ r

1



log
r

m

q−2

× f(m,u(m), v(m))

m
dm



dr



ds+
n
∑

j=1

µj

Γ(βj)Γ(q − 1)

×
∫ ξj

1



log
ξj

s

βj−1

s−k−1



∫ s

1
rk−1



∫ r

1



log
r

m

q−2

f(m,u(m), v(m))

m
dm



dr



ds−
n
∑

j=1

e−kµj

Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

]
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+
t−k

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2
f(r, u(r), v(r))

r
dr



ds

}

≤ 1

♣A1♣



∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

♣λi♣
Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2

× (♣f(m,u(m), v(m)) − f(m, 0, 0)♣ + ♣f(m, 0, 0)♣)
m

dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1



∫ s

1
rk−1



∫ r

1



log
r

m

q−2

× (♣f(m,u(m), v(m)) − f(m, 0, 0)♣ + ♣f(m, 0, 0)♣)
m

dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1



∫ e

1
rk−1



∫ r

1



log
r

m

q−2

× (♣f(m,u(m), v(m)) − f(m, 0, 0)♣ + ♣f(m, 0, 0)♣)
m

dm



dr



ds

]

+
1

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2

× (♣f(r, u(r), v(r)) − f(r, 0, 0)♣ + ♣f(r, 0, 0)♣)
r

dr



ds

≤(m1∥u∥ +m2∥v∥ +N1)

×


1

♣A1♣



m
∑

i=1

♣λi♣(log ηi)
αi+q

(q − 1)Γ(αi + 1)Γ(q + 1)

+
n
∑

j=1

♣µj♣(log ξj)
βj+q

(q − 1)Γ(βj + 1)Γ(q + 1)



+
n
∑

j=1

♣µj♣
(q − 1)Γ(βj + 1)Γ(q + 1)

]

=M1[m1∥u∥ +m2∥v∥ +N1]

=M1[(m1 +m2)r +N1].

Hence,

♣T1(u, v)(t)♣ ≤ M1[(m1 +m2)r +N1].

In the same way, we can obtain that

♣T2(u, v)(t)♣ ≤ M2[(n1 + n2)r +N2].
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Consequently, ♣T (u, v)(t)♣ ≤ r. Now, for (u1, v1), (u2, v2) ∈ X×Y , and for any t ∈ [1, e],
we get

♣T1(u2, v2)(t) − T1(u1, v1)(t)♣

≤ 1

♣A1♣



t−k
∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

♣λi♣
Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2

♣f(m,u2(m), v2(m)) − f(m,u1(m), v1(m))♣
m

dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2

♣f(m,u2(m), v2(m)) − f(m,u1(m), v1(m))♣
m

dm



dr



ds

n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2

♣f(m,u2(m), v2(m)) − f(m,u1(m), v1(m))♣
m

dm



dr



ds

]

+
1

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2

♣f(r, u2(r), v2(r)) − f(r, u1(r), v1(r))♣
r

dr



ds

≤M1[m1∥u2 − u1∥ +m2∥v2 − v1∥]

≤M1(m1 +m2)(∥u2 − u1∥ + ∥v2 − v1∥),

and consequently, we obtain

♣T1(u2, v2)(t) − T1(u1, v1)(t)♣ ≤ M1(m1 +m2)(∥u2 − u1∥ + ∥v2 − v1∥).(3.6)

Similarly,

♣T2(u2, v2)(t) − T2(u1, v1)(t)♣ ≤ M2(n1 + n2)(∥u2 − u1∥ + ∥v2 − v1∥).(3.7)

It follows from (3.6) and (3.7) that

♣T (u2, v2)(t) − T (u1, v1)(t)♣ ≤[M1(m1 +m2) +M2(n1 + n2)]
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× (∥u2 − u1∥ + ∥v2 − v1∥).(3.8)

Since M1(m1 +m2) +M2(n1 + n2) < 1, therefore, T is a contraction operator. So, by
Banach fixed point theorem, the operator T has a unique fixed point, which is the
unique solution of problem (1.1). This completes the proof. □

In the next result, we prove the existence of solutions for the problem (1.1) by
applying Leray-Schauder alternative.

Lemma 3.1 (Leray-Schauder alternative [7]). Let F : E → E be a completely

continuous operator (i.e., a map that restricted to any bounded set in E is compact).
Let

ℵ(F ) = ¶x ∈ E ♣ x = λF (x) for some 0 < λ < 1♢.
Then either the set ℵ(F ) is unbounded or F has at least one fixed point.

Theorem 3.2. Assume that there exist real constants ki, λi > 0, i = 1, 2, and k0 >
0, λ0 > 0 such that for all xi ∈ R, i = 1, 2, we have

♣f(t, x1, x2)♣ ≤ k0 + k1♣x1♣ + k2♣x2♣
and

♣g(t, x1, x2)♣ ≤ λ0 + λ1♣x1♣ + λ2♣x2♣.
In addition, also assume that

(M1k1 +M2λ1) ≤ 1 and (M1k2 +M2λ2) ≤ 1,

where Mi, i = 1, 2, are given by (3.3) and (3.4). Then there exists at least one solution

for the boundary value problem (1.1).

Proof. First we show that the operator T : X ×Y → X ×Y is completely continuous.
By continuity of functions f and g the operator T is continuous.

Let Θ ⊂ X × Y be bounded. Then there exist positive constants L1 and L2 such
that

♣f(t, u(t), v(t))♣ ≤ L1, ♣g(t, u(t), v(t))♣ ≤ L2, for all (u, v) ∈ Θ.

For any (u, v) ∈ Θ, we have

∥T1(u, v)(t)∥ ≤ 1

♣A1♣



∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

♣λi♣
Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2 ♣f(m,u(m), v(m))♣
m

dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2 ♣f(m,u(m), v(m))♣
m

dm



dr



ds
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+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
(♣f(m,u(m), v(m))♣

m
dm



dr



ds

]

+
1

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2
(♣f(r, u(r), v(r))♣

r
dr



ds

≤ L1

♣A1♣



∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

♣λi♣
Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
1

m
dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
1

m
dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
1

m
dm



dr



ds

]

+
L1

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2
1

r
dr



ds,

which implies that

∥T1(u, v)(t)∥ ≤L1

{

1

♣A1♣



m
∑

i=1

♣λi♣(log ηi)
αi+q

(q − 1)Γ(αi + 1)Γ(q + 1)

+
n
∑

j=1

♣µj♣(log ξj)
βj+q

(q − 1)Γ(βj + 1)Γ(q + 1)



+
n
∑

j=1

♣µj♣
(q − 1)Γ(βj + 1)Γ(q + 1)

}

=L1M1.

Similarly, we get

∥T2(u, v)(t)∥ ≤L2

{

1

♣A2♣



m
∑

i=1

♣ρi♣(log θi)
γi+p

(p− 1)Γ(γi + 1)Γ(p+ 1)

+
n
∑

j=1

♣κj♣(log ζj)
δj+p

(p− 1)Γ(δj + 1)Γ(p+ 1)


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+
n
∑

j=1

♣κj♣
(p− 1)Γ(δj + 1)Γ(p+ 1)

}

=L2M2.

Thus, it follows from the above inequalities that the operator T is uniformly bounded.
Next, we show that T is equicontinuous. Let t1, t2 ∈ [1, e] with t1 < t2. Then we

have

♣T1(u(t2), v(t2)) − T1(u(t1), v(t1))♣

≤ L1

♣A1♣



♣tk1 − tk2♣
tk1t

k
2

∫ t1

1
sk−1(log s)q−2ds+ t−k

2

∫ t2

t1

sk−1(log s)q−2ds



×


m
∑

i=1

♣λi♣
Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
1

m
dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
1

m
dm



dr



ds

+
n
∑

j=1

♣µj♣
Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
1

m
dm



dr



ds

]

+
L1

Γ(q − 1)



♣tk1 − tk2♣
tk1t

k
2

∫ t1

1
sk−1



∫ s

1



log
s

r

q−2
1

r
dr



ds

+ t−k
2

∫ t2

t1

sk−1



∫ s

1



log
s

r

q−2
1

r
dr



ds

]

,

which implies that

♣T1(u(t2), v(t2)) − T1(u(t1), v(t1))♣ → 0 as t2 − t1 → 0.(3.9)

Analogously, we can obtain

♣T2(u(t2), v(t2)) − T2(u(t1), v(t1))♣ → 0 as t2 − t1 → 0.(3.10)

From (3.9) and (3.10), it is obvious that T is equicontinuous and thus is completely
continuous.

Finally, it will be verified that the set ℵ = ¶(u, v) ∈ X × Y : (u, v) = λT (u, v), 0 ≤
λ ≤ 1♢ is bounded. Let (u, v) ∈ ℵ, then (u, v) = λT (u, v). For any t ∈ [1, e], we have

u(t) = λT1(u, v)(t), v(t) = λT2(u, v)(t).
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Then

♣u(t)♣ ≤(k0 + k1∥u∥ + k2∥v∥)



1

♣A1♣



m
∑

i=1

♣λi♣(log ηi)
αi+q

(q − 1)Γ(αi + 1)Γ(q + 1)

+
n
∑

j=1

♣µj♣(log ξj)
βj+q

(q − 1)Γ(βj + 1)Γ(q + 1)



+
n
∑

j=1

♣µj♣
(q − 1)Γ(βj + 1)Γ(q + 1)

]

and

♣v(t)♣ ≤(λ0 + λ1∥u∥ + λ2∥v∥)



1

♣A2♣



m
∑

i=1

♣ρi♣(log θi)
γi+p

(p− 1)Γ(γi + 1)Γ(p+ 1)

+
n
∑

j=1

♣κj♣(log ζj)
δj+p

(p− 1)Γ(δj + 1)Γ(p+ 1)



+
n
∑

j=1

♣κj♣
(p− 1)Γ(δj + 1)Γ(p+ 1)

]

.

Hence, we have

∥u(t)∥ ≤ (k0 + k1∥u∥ + k2∥v∥)M1

and

∥v(t)∥ ≤ (λ0 + λ1∥u∥ + λ2∥v∥)M2,

which implies that

∥u(t)∥ + ∥v(t)∥ ≤ (M1k0 +M2λ0) + (M1k1 +M2λ1)∥u∥ + (M1k2 +M2λ2)∥v∥.
Consequently,

∥(u, v)∥ ≤ M1k0 +M2λ0

M0

,

for any t ∈ [1, e], where M0 is defined by (3.5), which proves that ℵ is bounded. Thus,
by Lemma 3.1 the operator T has at least one fixed point. Hence, the boundary value
problem (1.1) has at least one solution. The proof is complete. □

4. Hyers-Ulam Stability of System (1.1)

This section is devoted to the investigation of the Hyers-Ulam stability of our
proposed system. Let ε1, ε2 > 0 such that:

{

♣(Dq + kDq−1)u(t) − f(t, u(t), v(t))♣ ≤ ε1, t ∈ [1, e],
♣(Dp + kDp−1)v(t) − g(t, u(t), v(t))♣ ≤ ε2, t ∈ [1, e].

(4.1)

Definition 4.1. Problem (1.1) is said to be Hyers-Ulam stable if there exist Mi > 0,
i = 1, 2, such that, for given ε1, ε2 > 0 and for each solution (u, v) ∈ C([1, e] × R

⊭,R)
of inequality (4.1), there exists a solution (u∗, v∗) ∈ C([1, e] × R

⊭,R) of problem (1.1)
with

{

♣u(t) − u∗(t)♣ ≤ M1ε1, t ∈ [1, e],
♣u(t) − v∗(t)♣ ≤ M2ε2, t ∈ [1, e].

(4.2)

Remark 4.1. A (u, v) is a solution of inequality (4.1) if there exist functions Qi ∈
C([1, e],R), i = 1, 2 which depend on u, v respectively such that
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• ♣Q1(t)♣ ≤ ε1, ♣Q2(t)♣ ≤ ε2 , t ∈ [1, e], and
•

{

(Dq + kDq−1)u(t) = f(t, u(t), v(t)) +Q1(t), t ∈ [1, e],
(Dp + kDp−1)v(t) = g(t, u(t), v(t)) +Q2(t), t ∈ [1, e].

(4.3)

Remark 4.2. If (x, y) represents a solution of inequality (4.1), then (x, y) is a solution
of following inequality:

{

♣x(t) − x∗(t)♣ ≤ M1ε1, t ∈ [1, e],
♣y(t) − y∗(t)♣ ≤ M2ε2, t ∈ [1, e].

(4.4)

As from Remark 4.1, we have
{

(Dq + kDq−1)u(t) = f(t, u(t), v(t)) +Q1(t), t ∈ [1, e],
(Dp + kDp−1)v(t) = g(t, u(t), v(t)) +Q2(t), t ∈ [1, e].

(4.5)

With the help of Definition 4.1 and Remark 4.1, we verified Remark 4.2, in the
following lines

∣

∣

∣

∣

∣

u(t) − 1

A1



t−k
∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

λi

Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

+
n
∑

j=1

µj

Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

−
n
∑

j=1

e−kµj

Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

]

− t−k

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2
f(r, u(r), v(r))

r
dr



ds

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

1

A1



t−k
∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

λi

Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
[f(m,u(m), v(m)) +Q1(m)]

m
dm



dr



ds

+
n
∑

j=1

µj

Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1
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×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
[f(m,u(m), v(m)) +Q1(m)]

m
dm



dr



ds

−
n
∑

j=1

e−kµj

Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
[f(m,u(m), v(m)) +Q1(m)]

m
dm



dr



ds

]

+
t−k

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2
[f(r, u(r), v(r)) +Q1(r)]

r
dr



ds

− 1

A1



t−k
∫ t

1
sk−1(log s)q−2ds



m
∑

i=1

λi

Γ(αi)Γ(q − 1)

∫ ηi

1



log
ηi

s

αi−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

+
n
∑

j=1

µj

Γ(βj)Γ(q − 1)

∫ ξj

1



log
ξj

s

βj−1

s−k−1

×


∫ s

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

−
n
∑

j=1

e−kµj

Γ(βj)Γ(q − 1)

∫ e

1



log
e

s

βj−1

s−1

×


∫ e

1
rk−1



∫ r

1



log
r

m

q−2
f(m,u(m), v(m))

m
dm



dr



ds

]

− t−k

Γ(q − 1)

∫ t

1
sk−1



∫ s

1



log
s

r

q−2
f(r, u(r), v(r))

r
dr



ds

∣

∣

∣

∣

∣

≤ε1



1

♣A1♣



m
∑

i=1

♣λi♣(log ηi)
αi+q

(q − 1)Γ(αi + 1)Γ(q + 1)
+

n
∑

j=1

♣µj♣(log ξj)
βj+q

(q − 1)Γ(βj + 1)Γ(q + 1)



+
n
∑

j=1

♣µj♣
(q − 1)Γ(βj + 1)Γ(q + 1)

]

+ ε2



1

♣A2♣



m
∑

i=1

♣ρi♣(log θi)
γi+p

(p− 1)Γ(γi + 1)Γ(p+ 1)
+

n
∑

j=1

♣κj♣(log ζj)
δj+p

(p− 1)Γ(δj + 1)Γ(p+ 1)



+
n
∑

j=1

♣κj♣
(p− 1)Γ(δj + 1)Γ(p+ 1)

]

=M1ε1.
(4.6)
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By the same method, we can obtain that

♣y(t) − y∗(t)♣ ≤ M2ε2,(4.7)

where Mi, i = 1, 2, are given by (3.3) and (3.4). Hence, Remark 4.2 is verified, with
the help of (4.4) and (4.5). Thus the nonlinear sequential coupled system of Hadamard
fractional differential equations is Hyers-Ulam stable and consequently, the system
(1.1) is Hyers-Ulam stable.

Example 4.1. Consider the following coupled system of Hadamard fractional differen-
tial equation:



















































































































(D3/2 + 3D1/2)u(t) =
♣u(t)♣

(t+ 3)4 + (1 + ♣u(t)♣) +
1

27(1 + ♣v(t)♣) +
1

81
, t ∈ [1, e],

(D3/2 + 3D1/2)v(t) =
sin(2π♣u(t)♣)

40π
+

1

10
√
t+ 4

+
♣v(t)♣

60(1 + ♣v(t)♣) , t ∈ [1, e],

u(1) = 0,

2I1/4u(5/4) + 1
5
I3/2u(9/5) + 3I1/2u(15/7)

= I2/3u(e) − I2/3u(10/7) + 5(I9/7u(e) − I9/7u(2)) − 2(I11/4u(e) − I11/4u(9/4)),

v(1) = 0,

1
4
I7/6v(7/3) − 2

3
I1/2v(7/5) − 2I5/2v(2)

= 4(I5v(e) − I5v(11/5)) + 11
4

(I3/4v(e) − I3/4v(13/16)) − 1
2
(I7/4v(e)

−I7/4v(1/3)).

(4.8)

Here, q = p = 3/2, n = 3, m = 3, k = 3, λ1 = 2, λ2 = 1/5, λ3 = 3, α1 = 1/4,
α2 = 3/2, α3 = 1/2, η1 = 5/4, η2 = 9/5, η3 = 15/7, µ1 = 1, µ2 = 5, µ3 = −2,
β1 = 2/3, β2 = 9/7, β3 = 11/4, ξ1 = 10/7, ξ2 = 2, ξ3 = 9/4, ρ1 = 1/4, ρ2 = −2/3,
ρ3 = −2, γ1 = 7/6, γ2 = 1/2, γ3 = 5/2, θ1 = 7/3, θ2 = 7/5, θ3 = 2, κ1 = 4, κ2 = 11/4,
κ3 = −1/2, δ1 = 5, δ2 = 3/4, δ3 = 7/4, ζ1 = 11/5, ζ2 = 13/16, ζ3 = 1/3. Thus,

f(t, u, v) = (u(t))/((t+ 3)4 + (1 + ♣u(t)♣)) + 1/(27(1 + ♣v(t)♣)) + 1/81

and

g(t, u, v) = (sin(2π♣u(t)♣))/40π + 1/(10
√
t+ 4) + (♣v(t)♣)/(60(1 + ♣v(t)♣)),

which implies

♣f(t, u2, v2) − f(t, u1, v1)♣ ≤ (1/81)♣u2 − u1♣ + (1/27)♣v2 − v1♣
and

♣g(t, u2, v2) − g(t, u1, v1)♣ ≤ (1/20)♣u2 − u1♣ + (1/60)♣v2 − v1♣.
Clearly, m1 = 1/81, m2 = 1/27, n1 = 1/20, n2 = 1/60, M1 ≃ 5.695, M2 ≃ 6.785, and

[M1(m1 +m2) +M2(n1 + n2)] ≃ 0.732 < 1.
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Thus, all the conditions of Theorem 3.1 are satisfied. Therefore, by Theorem 3.1, the
problem (4.8) has a unique solution on [1, e]. Further, it is also straightforward to
prove that the problem (4.8) is Hyers-Ullam stable.

5. Conclusion

We have discussed the existence and Hyers-Ulam stability for a sequential coupled
system consisting of fractional differential equations of Hadamard type, subjected
to nonlocal Hadamard fractional integral boundary conditions. The existence and
uniqueness of solutions rely on Banach’s contraction principle, while the existence of
solutions is established by applying Leray-Schauder’s alternative. As an application,
an example is presented to illustrate the main results.

References

[1] G. Adomian and G. E. Adomian, Cellular systems and aging models, Comput. Math. Appl. 11

(1985), 283–291.
[2] B. Ahmad, J. Juan, J. Nieto and A. Alseadi, A coupled system of Caputo-type sequential

fractional differential equations with coupled (periodic/anti-periodic type) boundary conditions,
Mediterr. J. Math. 2017 (2017), 227.

[3] B. Ahmad and S. K. Ntouayas, A fully Hadamard type integral boundary value problome of a
coupled system of fractional differential equations, Fract. Calc. Appl. Anal. 17 (2014), 348–360.

[4] Z. Ali, A. Zada and K. Shah, On Ulam’s stability for a coupled systems of nonlinear implicit
fractional differential equations, Bull. Malays. Math. Sci. Soc. 42 (2019), 2681–2699.

[5] R. L. Bagley and P. J. Torvik, A theoretical basis for the application of fractional calculus to
viscoelasticity, Journal of Rheology 27 (1983), 201–210.

[6] K. W. Blayneh, Analysis of age structured host-parasitoid model, Far East Journal of Dynamical
Systems 4 (2002), 125–145.

[7] A. Granas and J. Dugundji, Fixed Point Theory, Springer-Verlag, New York, 2013.
[8] J. Hadamard, Essai sur l’etude des fonctions donnes par leur developpment de taylor, Journal

des Mathématiques Pures et Appliquées 8 (1892), 86–101.
[9] R. Hilfer, Applications of Fractional Calculus in Physics, World Scientific, SIngapore, 2000.

[10] D. H. Hyers, On the stability of the linear functional equation, Proc. Natl. Acad. Sci. USA 27

(1941), 222–224.
[11] S. Karthikeyan, C. Ravichandran and T. Gunasekar, Existence results for Hadamard type frac-

tional functional integro-differential equations with integral boundary conditions, International
Journal of Engineering Research 10 (2015), 6919–6932.

[12] H. Khan, Y. Li, W. Chen, D. Baleanu and A. Khan, Existence theorems and Hyers-Ulam stability
for a coupled system of fractional differential equations with p-Laplacian operator, Bound. Value
Probl. 2017.

[13] H. Khan, Y. Li, H. Hongguang and A. Khan, Existence of solution and Hyers-Ulam stability
for a coupled system of fractional differential equations with p-laplacian operator, J. Nonlinear
Sci. Appl. 10 (2017), 5219–5229.

[14] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, Theory and Applications of Fractional Differ-
ential Equations, North-Holland Mathematics Studies, Amsterdam, 2016.

[15] D. Matignon, Stability results for fractional differential equations with applications to control
processing, Computational Engineering in System Application 2 (1996), 963–968.



ANALYSIS OF HADAMARD-TYPE FRACTIONAL DIFFERENTIAL EQUATION 103

[16] T. Phollakrit, S. K. Ntouyas and T. Jessada, Existence and uniqueness results for Hadamard-
type fractional differential equations with nonlocal fractional integral boundary conditions, Abstr.
Appl. Anal. 5 (2014), 1–9.

[17] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, 1999.
[18] J. Sabatier, O. P. Agrawal and J. A. T. Machado, Advances in Fractional Calculus, Theoretical

Developments and Applications in Physics and Engineering, Springer, Dordrecht, 2007.
[19] S. G. Samko, A. A. Kilbas and O. l. Marichev, Fractional Integrals and Derivatives: Theory and

Applications, Gordon and Breach, Yverdon, 1993.
[20] K. Shah and R. A. Khan, Existence and uniqueness of positive solutions to a coupled system of

nonlinear fractional order differential equations with anti periodic boundary conditions, Differ.
Equ. Appl. 7(2) (2015), 245–262.

[21] R. Shah and A. Zada, A fixed point approach to the stability of a nonlinear Volterra integro-
diferential equation with delay, Hacet. J. Math. Stat. 47 (2018), 615–623.

[22] S. O. Shah and A. Zada, Existence, uniqueness and stability of solution to mixed integral dynamic
systems with instantaneous and noninstantaneous impulses on time scales, Appl. Math. Comput.
359 (2019), 202–213.

[23] S. O. Shah, A. Zada and A. E. Hamza, Stability analysis of the first order non-linear impulsive
time varying delay dynamic system on time scales, Qual. Theory Dyn. Syst. (2019), DOI
10.1007/s12346–019–00315–x.

[24] S. Tang, A. Zada, S. Faisal, M. M. A. El-Sheikh and T. Li, Stability of higher-order nonlinear
impulsive differential equations, J. Nonlinear Sci. Appl. 9 (2016), 4713–4721.

[25] J. Tariboon and W. Sudsutad, Coupled systems of Riemann-Liouville fractional differential
equations with Hadamard fractional integral boundary conditions, J. Nonlinear Sci. Appl. 9

(2016), 295–308.
[26] S. M. Ulam, Problems in Modern Mathematics, John Wiley and Sons, New York, USA, 1940.
[27] J. Wang, L. Lv and Y. Zhou, Ulam stability and data dependence for fractional differential

equations with Caputo derivative, Electron J. Qual. Theo. Diff. Equns. 63 (2011), 1–10.
[28] J. Wang, A. Zada and W. Ali, Ulam’s-type stability of first-order impulsive differential equations

with variable delay in quasi-Banach spaces, Numer. Funct. Anal. Optim. 33 (2012), 216–238.
[29] J. Wang, A. Zada and W. Ali, Ulam’s-type stability of first-order impulsive differential equations

with variable delay in quasi-Banach spaces, Int. J. Nonlinear Sci. 19 (2018), 553–560.
[30] A. Zada and S. Ali, Stability analysis of multi-point boundary value problem for sequential

fractional differential equations with non-instantaneous impulses, Int. J. Nonlinear Sci. Numer.
Simul. 19 (2018), 763–774.

[31] A. Zada, S. Ali and Y. Li, Ulam-type stability for a class of implicit fractional differential
equations with non-instantaneous integral impulses and boundary condition, Adv. Difference
Equ. 2017.

[32] A. Zada, W. Ali and S. Farina, Hyers-Ulam stability of nonlinear differential equations with
fractional integrable impulses, Math. Methods Appl. Sci. 40 (2017), 5502–5514.

[33] A. Zada, W. Ali and C. Park, Ulam’s type stability of higher order nonlinear delay differential
equations via integral inequality of Grönwall-Bellman-Bihari’s type, Appl. Math. Comput. 350

(2019), 60–65.
[34] A. Zada, U. Riaz and F. U. Khan, Hyers-Ulam stability of impulsive integral equations, Boll.

Unione Mat. Ital. 12 (2019), 453–467.
[35] A. Zada and S. O. Shah, Hyers-Ulam stability of first-order non-linear delay differential equations

with fractional integrable impulses, Hacet. J. Math. Stat. 47 (2018), 1196–1205.
[36] A. Zada, S. O. Shah and R. Shah, Hyers-Ulam stability of non-autonomous systems in terms

of boundedness of Cauchy problem, Appl. Math. Comput. 271 (2015), 512–518.
[37] A. Zada, S. Shaleena and T. Li, Stability analysis of higher order nonlinear differential equations

in β-normed spaces, Math. Methods Appl. Sci. 42 (2019), 1151–1166.



104 A. ZADA AND M. YAR

[38] A. Zada, P. Wang, D. Lassoued and T. Li, Connections between Hyers-Ulam stability and
uniform exponential stability of 2-periodic linear nonautonomous systems, Adv. Difference Equ.
2017.

[39] A. Zada, M. Yar and T. Li, Existence and stability analysis of nonlinearsequential coupled
system of Caputo fractional differential equations with integral boundary conditions, Ann. Univ.
Paedagog. Crac. Stud. Math. 17 (2018), 103–125.

1Department of Mathematics,
University of Peshawar,
Peshawar 25000, Pakistan
Email address: zadababo@yahoo.com, akbarzada@uop.edu.pk

Email address: mohammadyar2030@gmail.com



Kragujevac Journal of Mathematics

Volume 46(1) (2022), Pages 105–113.

EXTREMAL GRAPHS FOR EXPONENTIAL VDB INDICES

ROBERTO CRUZ1 AND JUAN RADA1

Abstract. We Ąnd the extremal graphs for the exponential of well known vertex-
degree-based topological indices over Gn, the set of graphs with n non-isolated
vertices.

1. Introduction

A topological index is a number associated to a graph (for motivation and chemical
applications see [2, 10, 11, 16, 17]). One important class of topological indices are
the so-called vertex-degree-based (VDB for short) topological indices, which strongly
depend on the degree of the vertices of the graph [1,3, 6, 8, 9, 12].

More precisely, let Gn be the set of graphs with n non-isolated vertices. Consider

the function m : Gn → R
(n−1)n

2 deĄned as m (G) = (mij (G))(i,j)∈K
for every G ∈ Gn,

where
K = ¶(i, j) ∈ N × N : 1 ≤ i ≤ j ≤ n− 1♢

and mij (G) is the number of edges in G joining vertices of degree i and j. We

order K lexicographically so that m (G) is a vector of R
(n−1)n

2 , for each G ∈ Gn.
A VDB topological index over Gn is a function φ : Gn → R induced by a vector

φ = (φij)(i,j)∈K
∈ R

(n−1)n

2 , deĄned as

φ (G) = m (G) · φ,
the dot product of m (G) and φ as vectors in R

(n−1)n

2 [13]. In other words,

φ (G) =
∑

(i,j)∈K

mij (G)φij,

Key words and phrases. Vertex-degree-based topological indices, exponential topological indices,
extremal graphs.
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for every G ∈ Gn.
The best known VDB topological indices are the following:

(a) the First Zagreb index [7], denoted by FZ and deĄned as φij = i + j for all
(i, j) ∈ K;

(b) the Second Zagreb index [7], denoted by SZ and deĄned as φij = ij;
(c) the Randić index [15], denoted by χ and deĄned as φij = 1√

ij
;

(d) the Harmonic index [20], denoted by H and deĄned as φij = 2
i+j

;

(e) the Geometric-Arithmetic index [18], denoted by GA and deĄned as φij = 2
√

ij

i+j
;

(f) the Sum-Connectivity index [19], denoted by SC and deĄned as φij = 1√
i+j

;

(g) the Atom-Bond-Connectivity index [4], denoted by ABC and deĄned as φij =√
i+j−2

ij
;

(h) the Augmented Zagreb index [5], denoted by AZ and deĄned as φij =
(

ij

i+j−2

3
.

In a recent paper [14], the exponential of a VDB topological index φ = (φij)(i,j)∈K

was introduced as ψ = eϕ ∈ R
(n−1)n

2 , deĄned as

ψij = eϕij ,

for all (i, j) ∈ K. Among other things, it was shown in [14] that the exponential VDB
topological indices have good discrimination properties. In this paper we determine
the extremal graphs for the exponentials of all the best known VDB topological indices
listed above, over the set Gn.

Consider the VDB topological index φ = (φij)(i,j)∈K
∈ R

(n−1)n

2 . The vector φ can

be viewed as a function φ : K → R, where φ (x, y) = φxy for all (x, y) ∈ K. We deĄne
the auxiliary function fϕ : K → R deĄned as fϕ (x, y) = xyϕxy

x+y
. In order to Ąnd the

maximal and minimal values of φ over Gn, it is sufficiently to Ąnd the maximal and
minimal values of fϕ over K [12]. Recall that

Kmin (fϕ) =

{
(r, s) ∈ K : fϕ (r, s) = min

(i,j)∈K
fϕ (i, j)

}

and

Kmax (fϕ) =

{
(p, q) ∈ K : fϕ (p, q) = max

(i,j)∈K
fϕ (i, j)

}
.

We use notations Kc
min (fϕ) = K−Kmin (fϕ) and Kc

max (fϕ) = K−Kmax (fϕ). In order
to compute Kmin (fϕ) and Kmax (fϕ), we will assume that φ is a real continuous and
differentiable function deĄned over the compact set

K̂ = ¶(x, y) ∈ R × R : 1 ≤ x ≤ y ≤ n− 1♢ .

Hence, fϕ : K̂ → R deĄned as fϕ (x, y) = xyϕxy

x+y
for all (x, y) ∈ K̂, is also continuous

and differentiable over K̂.
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2. Extremal Values of Exponentials of VDB Topological Indices

Based on [12, Theorem 2.3] and [12, Theorem 2.7] we will compute the maximal
and minimal values of the exponentials of the VDB topological indices listed in the
Introduction.

Theorem 2.1. Let eFZ be the exponential of the Ąrst Zagreb index FZ. Then:

1. Kn is the unique maximal graph over Gn with respect to eFZ, with value
n−1

2
ne2(n−1);

2. if n is even (resp. odd), n
2
K2 (resp. n−3

2
K2 ∪P3) is the unique minimal graph

over Gn with respect to eFZ, with value n
2
e2 (resp. n−3

2
e2 + 2e3).

Proof. The associated function for eFZ over K̂ is

f
eFZ

(x, y) =
xyex+y

x+ y
.

Note that

(2.1)
∂

∂x

(
xyex+y

x+ y


= y

ex+y

(x+ y)2

(
x2 + yx+ y


> 0,

for all (x, y) ∈ K̂.

1. By (2.1), the greatest value of f
eFZ

over K̂ is attained in the diagonal

D =
{
(x, y) ∈ K̂ : y = x

}
.

Note that
(
f

eFZ
(x, x)

′
=


1

2
xe2x

′

=
1

2
e2x (2x+ 1) > 0,(2.2)

for all x ∈ [1, n− 1]. It follows that

Kmax

(
f

eFZ


= ¶(n− 1, n− 1)♢ .

Now we apply [12, Theorem 2.3] to obtain

eFZ (G) ≤nf
eFZ

(n− 1, n− 1) =
1

2
(n− 1)ne2(n−1) = eFZ (Kn) .

Moreover, equality is obtained if and only if mrs (G) = 0 for all (r, s) ̸= (n− 1, n− 1).
This is precisely G = Kn.

2. By (2.1), the minimal value of f
eFZ

over K̂ is attained in the vertical line

V =
{
(x, y) ∈ K̂ : x = 1

}
.

Note that

(
f

eFZ
(1, y)

′
=

(
y
ey+1

y + 1

′

=
ey+1

(y + 1)2

(
y2 + y + 1


> 0,
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for all y ∈ [1, n− 1] . Hence,

Kmin

(
f

eFZ


= ¶(1, 1)♢ .

It follows from [12, Theorem 2.3] that if n is even, then

eFZ (G) ≥ nf
eFZ

(1, 1) =
n

2
e2 = eFZ


n

2
K2


,

for all G ∈ Gn. Furthermore, equality is obtained if and only if mrs (G) = 0 for all
(r, s) ̸= (1, 1). This is precisely G = n

2
K2.

Finally, assume that n is odd. From (2.1) and (2.2) we deduce that

f
eFZ

(1, 2) < f
eFZ

(x, y) ,

for all (x, y) ∈ K different from (1, 1) and (1, 2). Hence, by [12, Theorem 2.7],

eFZ (G) ≥ f
eFZ

(1, 1) (n− 3) + 3f
eFZ

(1, 2)

=
n− 3

2
e2 + 2e3

= eFZ

n− 3

2
K2 ∪P3


,

for all G ∈ Gn. Equality occurs if and only if G = n−3
2
K2 ∪P3. □

An identical argument as in the proof of Theorem 2.1 works for the exponential of
the Second Zagreb index SZ and the Atom-Bond-Connectivity index ABC. We state
them without proof.

Theorem 2.2. Let eSZ be the exponential of the Second Zagreb index SZ. Then:

(a) Kn is the unique maximal graph over Gn with respect to eSZ, with value

1

2
(n− 1)ne(n−1)2

;

(b) if n is even (resp. odd), n
2
K2 (resp. n−3

2
K2 ∪P3) is the unique minimal graph

over Gn with respect to eSZ, with value n
2
e (resp. n−3

2
e+ 2e2).

Theorem 2.3. Let eABC be the exponential of the ABC index. Then:

(a) Kn is the unique maximal graph over Gn with respect to eABC, with value

1

2
(n− 1)ne

1
n−1

√
2(n−2);

(b) if n is even (resp. odd), n
2
K2 (resp. n−3

2
K2 ∪P3) is the unique minimal graph

over Gn with respect to eABC, with value n
2

(resp. n−3
2

+ 2e
1

√

2 ).

We next examine the exponential of the Harmonic index.

Theorem 2.4. Let eH be the exponential of the Harmonic index H. Then:

1. Kn is the unique maximal graph over Gn with respect to eH, with value

1

2
(n− 1)ne

1
n−1 ;
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2. Sn is the unique minimal graph over Gn with respect to eH, with value (n− 1) e
2
n .

Proof. The associated function for eH is

f
eH

(x, y) =
xye

2
x+y

x+ y
.

Now

(2.3)
∂

∂x


xye

2
x+y

x+ y


 = ye

2
x+y

−2x+ xy + y2

(x+ y)3 > 0,

for all (x, y) ∈ K̂ − ¶(1, 1)♢ (in (1, 1) equals to zero).

1. By (2.3), the maximal value of f
eH

over K̂ is attained in the diagonal

D =
{
(x, y) ∈ K̂ : y = x

}
.

Note that
(
f

eH
(x, x)

′
=


1

2
xe

1
x

′

=
1

2x
e

1
x (x− 1) > 0,

for all x ∈ (1, n− 1] . Hence,

Kmax

(
f

eH


= ¶(n− 1, n− 1)♢ .

Now we apply [12, Theorem 2.3] to obtain

eH (G) ≤nf
eH

(n− 1, n− 1) =
1

2
(n− 1)ne

1
n−1 = eH (Kn) .

Moreover, equality holds if and only if mrs (G) = 0 for all (r, s) ̸= (n− 1, n− 1), i.e.,
G = Kn.

2. By (2.3), the minimal value of f
eH

over K̂ is attained in the vertical line

V =
{
(x, y) ∈ K̂ : x = 1

}
.

Note that

(
f

eH
(1, y)

′
=


y

e
2

y+1

y + 1




′

= −e 2
y+1

y − 1

(y + 1)3 < 0,

for all y ∈ (1, n− 1] . It follows that,

Kmin

(
f

eH


= ¶(1, n− 1)♢ .

Now, by [12, Theorem 2.3],

eH (G) ≥ nf
eH

(1, n− 1) = (n− 1) e
2
n = eH (Sn) ,

for all G ∈ Gn. Equality holds if and only if mrs (G) = 0 for all (r, s) ̸= (1, n− 1), i.e.,
G =Sn. □
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The extremal values of the exponential of the Randić index χ and the Augmented-
Zagreb AZ can also be computed using an identical argument as in the proof of
Theorem 2.4. We state them without proof.

Theorem 2.5. ([14, Theorem 4.3]). Let eχ be the exponential of the Randić index χ.

Then:

(a) Kn is the unique maximal graph over Gn with respect to eχ, with value

1

2
(n− 1)ne

1
n−1 ;

(b) Sn is the unique minimal graph over Gn with respect to eχ, with value

(n− 1) e
1

√

n−1 .

Theorem 2.6. Let eAZ be the exponential of the Augmented-Zagreb index AZ. Then:

(a) Kn is the unique maximal graph over Gn with respect to eAZ, with value

1

2
(n− 1)ne

(
(n−1)2

2(n−2)

3

;

(b) Sn is the unique minimal graph over Gn with respect to eAZ, with value

(n− 1) e(
n−1
n−2)

3

.

Next we consider the exponential of the Geometric-Arithmetic index GA.

Theorem 2.7. Let eGA be the exponential of the Geometric-Arithmetic index GA.

Then

(a) Kn is the unique maximal graph over Gn with respect to eGA, with value
1
2

(n− 1)ne;

(b) If n ≤ 34 is even (resp. odd), n
2
K2 (resp. n−3

2
K2 ∪P3) is the unique minimal

graph over Gn with respect to eGA with value n
2
e (resp. n−3

2
e+ 2e

2
√

2
3 );

(c) If n ≥ 35, then Sn is the unique minimal graph over Gn with respect to eGA,

with value (n− 1) e
2
n

√
n−1.

Proof. The associated function for eGA is

f
eGA

(x, y) =
xye

2
√

xy

x+y

x+ y
.

Note that

(2.4)
∂

∂x


xye

2
√

xy

x+y

x+ y


 = y2e

2
√

xy

x+y

√
xy
(
x+ y +

√
xy


− x2

√
xy (x+ y)3 > 0,

for all (x, y) ∈ K̂.

(a) By (2.4), the maximal value of f
eGA

over K̂ is attained in the diagonal

D =
{
(x, y) ∈ K̂ : y = x

}
.
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Note that
(
f

eGA
(x, x)

′
=


1

2
ex

′

=
1

2
e > 0,

for all x ∈ [1, n− 1] . Hence,

Kmax

(
f

eGA


= ¶(n− 1, n− 1)♢ .

It follows from [12, Theorem 2.3] that

eGA (G) ≤ nf
eGA

(n− 1, n− 1) =
1

2
(n− 1)ne,

for all G ∈ Gn. Equality holds if and only if mrs (G) = 0 for all (r, s) ̸= (n− 1, n− 1),
i.e., G = Kn.

(b) By (2.4), the minimal value of f
eGA

over K̂ is attained in the vertical line

V =
{
(x, y) ∈ K̂ : x = 1

}
.

The graph of the one variable function f
eGA

(1, y) = y

y+1
e

2
√

y

y+1 is shown in Figure 1.

Figure 1. Graph of f
eGA

(1, y).

The function f
eGA

(1, y) attains its maximal value at ymax ≈ 3.383, is strictly
decreasing for y > ymax, f

eGA
(1, y∗) = f

eGA
(1, 1) = 1.3591 for y∗ ≈ 33.310 and

limy→∞ f
eGA

(1, y) = 1. Hence, if n − 1 ≤ 33, then f
eGA

(1, 1) < f
eGA

(1, n− 1) and
clearly

Kmin

(
f

eGA


= ¶(1, 1)♢ .
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A similar argument as in the proof of Theorem 2.1 shows that if n ≤ 34 is even
(resp. odd), then the minimal value of eGA over Gn is attained uniquely in n

2
K2 (resp.

n−3
2
K2 ∪P3) with value n

2
e (resp. n−3

2
e + 2e

2
√

2
3 ). On the other hand, if n − 1 ≥ 34,

then

Kmin

(
f

eGA


= ¶(1, n− 1)♢ .

Now, by [12, Theorem 2.3],

eGA (G) ≥ nf
eGA

(1, n− 1) = (n− 1) e
2
n

√
n−1 = eH (Sn) ,

for all G ∈ Gn. Equality holds if and only if mrs (G) = 0 for all (r, s) ̸= (1, n− 1), i.e.,
G =Sn. □

A very similar argument to the one used in the proof of Theorem 2.7, gives the
extremal values for the exponential of the Sum-Connectivity index SC. In the case

of the minimal value of eSC over K̂, the one variable function f
eSC

(1, y) = y

y+1
e

1
√

y+1 ,

behaves similarly to the function f
eGA

(1, y) for y ≥ 1. It attains its maximal value
at ymax ≈ 4.8284, is strictly decreasing for y > ymax, f

eSC
(1, y∗) = f

eSC
(1, 1) = 1.0141

for y∗ ≈ 4986, 3 and limy→∞ f
eSC

(1, y) = 1. Hence, if n− 1 ≤ 4986, then f
eSC

(1, 1) <
f

eSC
(1, n− 1) and if n − 1 ≥ 4987, then f

eSC
(1, n− 1) < f

eSC
(1, 1). We state it

without proof.

Theorem 2.8. Let eSC be the exponential of the Sum-Connectivity index SC. Then:

(a) Kn is the unique maximal graph over Gn with respect to eSC, with value

1

2
(n− 1)ne

1√
2(n−1) ;

(b) if n ≤ 4987 is even (resp. odd), n
2
K2 (resp. n−3

2
K2 ∪P3) is the unique minimal

graph over Gn with respect to eSC with value n
2
e

1
√

2 (resp. n−3
2
e

1
√

2 + 2e
1

√

3 );

(c) if n ≥ 4988, then Sn is the unique minimal graph over Gn with respect to eSC,

with value (n− 1) e
1

√

n .
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DIFFERENTIAL SUBORDINATION RESULTS FOR

HOLOMORPHIC FUNCTIONS RELATED TO GENERALIZED

DIFFERENTIAL OPERATOR

ABBAS KAREEM WANAS1

Abstract. In the present investigation, we use the principle of subordination to
introduce a new family for holomorphic functions deĄned by generalized differential
operator. Also we establish some interesting geometric properties for functions
belonging to this family.

1. Introduction and Preliminaries

Let Am stands for the family of functions f of the form:

(1.1) f(z) = z +
∞
∑

n=m+1

anz
n (m ∈ N = ¶1, 2, . . . ♢ , z ∈ U),

which are holomorphic in the open unit disk U = ¶z ∈ C : ♣z♣ < 1♢.
For two functions f and g holomorphic in U , we say that the function f is subor-

dinate to g, written f ≺ g or f(z) ≺ g(z)(z ∈ U), if there exists a Schwarz function
w holomorphic in U with w(0) = 0 and ♣w(z)♣ < 1, z ∈ U , such that f(z) = g(w(z)),
z ∈ U . In particular, if the function g is univalent in U , then f ≺ g if and only if
f(0) = g(0) and f(U) ⊂ g(U) (see [6]).

If f ∈ Am is given by (1.1) and g ∈ Am given by

g(z) = z +
∞
∑

n=m+1

bnz
n (m ∈ N = ¶1, 2, . . . ♢ , z ∈ U),

Key words and phrases. Holomorphic functions, Differential subordination, Convex univalent,
Hadamard product, Generalized differential operator.
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then the Hadamard product (or convolution) f ∗ g of f and g is defined by

(f ∗ g)(z) = z +
∞
∑

n=m+1

anbnz
n = (g ∗ f)(z).

A function f ∈ Am is said to be starlike of order ρ in U if

Re

{

zf ′(z)

f(z)

}

> ρ (0 ≤ ρ < 1, z ∈ U).

Indicate the class of all starlike functions of order ρ in U by S∗(ρ).
A function f ∈ Am is said to be prestarlike of order ρ in U if

z

(1 − z)2(1−ρ)
∗ f(z) ∈ S∗(ρ) (ρ < 1).

Indicate the class of all prestarlike functions of order ρ in U by Re(ρ).
Clearly a function f ∈ Am is in the class Re(0) if and only if f is convex univalent

in U and Re(1
2
) = S∗(1

2
).

For σ ∈ N0 = N ∪ ¶0♢, α, δ ≥ 0, τ, λ, β > 0 and α ̸= λ, we consider the generalized
differential operator Aσ

τ,λ,δ(α, β) : Am → Am, introduced by Amourah and Darus [2],
where

(1.2) Aσ
τ,λ,δ(α, β)f (z) = z +

∞
∑

n=m+1



1 +
(n− 1) ((λ− α)β + nδ)

τ + λ

]σ

anz
n.

It is readily verified from (1.2) that

z
(

Aσ
τ,λ,δ(α, β)f (z)

′
=

τ + λ

(λ− α)β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)(1.3)

+

(

1 −
τ + λ

(λ− α)β + nδ



Aσ
τ,λ,δ(α, β)f (z) .

Here, we would point out some of the special cases of the operator defined by (1.2)
can be found in [1, 4, 5, 11].

Let H be the class of functions h with h(0) = 1, which are holomorphic and convex
univalent in U .

Definition 1.1. A function f ∈ Am is said to be in the class M(η, σ, τ, λ, δ, α, β,m;h)
if it satisfies the subordination condition:
(1.4)
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

≺ h(z),

where η ∈ C, σ ∈ N0 = N ∪ ¶0♢, α, δ ≥ 0, τ, λ, β > 0, α ̸= λ and h ∈ H.

Now, we need the following lemmas that will be used to prove our main results.
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Lemma 1.1 ([8]). Let g be holomorphic in U and let h be holomorphic and convex

univalent in U with h(0) = g(0). If

(1.5) g(z) +
1

µ
zg′(z) ≺ h(z),

where Re(µ) ≥ 0 and µ ̸= 0, then

g(z) ≺ h̆(z) = µz−µ
∫ z

0
tµ−1h(t)dt ≺ h(z)

and h̆ is the best dominant of (1.5).

Lemma 1.2 ([10]). Let ρ < 1, f ∈ S∗(ρ) and g ∈ Re(ρ). Then, for any holomorphic

function F in U
g ∗ (fF )

g ∗ f
(U) ⊂ c̄o (F (U)) ,

where c̄o (F (U)) denotes the closed convex hull of F (U).

Such type of study was carried out by various authors for another classes, like, Liu
[7], Prajapat and Raina [9], Atshan and Wanas [3], Wanas [12] and Wanas and Majeed
[13].

2. Main Results

Theorem 2.1. Let 0 ≤ η < ε. Then

M(ε, σ, τ, λ, δ, α, β,m;h) ⊂ M(η, σ, τ, λ, δ, α, β,m;h).

Proof. Let 0 ≤ η < ε and f ∈ M(ε, σ, τ, λ, δ, α, β,m;h). Assume that

(2.1) g(z) =
Aσ

τ,λ,δ(α, β)f (z)

z
= 1 +

∞
∑

n=m+1



1 +
(n− 1) ((λ− α)β + nδ)

τ + λ

]σ

anz
n−1.

It is obvious that the function g is holomorphic in U and g(0) = 1. Since f ∈
M(ε, σ, τ, λ, δ, α, β,m;h), then we deduce that
(2.2)
1

z

(

1 −
ε (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

ε (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

≺ h(z).

Differentiating both sides of (2.1) with respect to z and using (1.3) and (2.2), we find
that

1

z

(

1 −
ε (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

ε (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

=
1

z



(1 − ε)Aσ
τ,λ,δ(α, β)f (z) + ε

(

1 −
τ + λ

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z)

+
ε (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]
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=(1 − ε)
Aσ

τ,λ,δ(α, β)f (z)

z
+ ε

(

Aσ
τ,λ,δ(α, β)f (z)

′

=
Aσ

τ,λ,δ(α, β)f (z)

z
+ εz

(

Aσ
τ,λ,δ(α, β)f (z)

z

′

=g(z) + εzg′(z) ≺ h(z).

An application of Lemma 1.1 with µ = 1
ε
, yields

(2.3) g(z) ≺ h(z).

Evidently, 0 ≤ η

ε
< 1 and that h is convex univalent in U , it follows from (2.1), (2.2)

and (2.3) that

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

=
η

εz

(

1 −
ε (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

ε (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

+
(

1 −
η

ε



g(z) ≺ h(z).

Hence, f ∈ M(η, σ, τ, λ, δ, α, β,m;h) and the proof of Theorem 2.1 is completed. □

Theorem 2.2. Let Re
{

τ+λ
(λ−α)β+nδ

}

≥ 0 and τ+λ
(λ−α)β+nδ

̸= 0. Then

M(η, σ + 1, τ, λ, δ, α, β,m;h) ⊂ M(η, σ, τ, λ, δ, α, β,m;h).

Proof. Let f ∈ M(η, σ + 1, τ, λ, δ, α, β,m;h) and suppose that
(2.4)

g(z) =
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

.

By taking the derivatives in the both sides of (2.4) with respect to z and using (1.3),
we conclude that

g(z) + zg′(z)(2.5)

=
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ

(

1 −
τ + λ

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z)

+

(

1 + η

(

1 −
2 (τ + λ)

(λ− α) β + nδ



τ + λ

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

+η

(

τ + λ

(λ− α) β + nδ

2

Aσ+2
τ,λ,δ(α, β)f (z)



 .

In the light of (2.4) and (2.5), we deduce that

τ + λ

(λ− α) β + nδ
g(z) + zg′(z)
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=
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ

(

τ + λ

(λ− α) β + nδ



Aσ+1
τ,λ,δ(α, β)f (z)

+η

(

τ + λ

(λ− α) β + nδ

2

Aσ+2
τ,λ,δ(α, β)f (z)



 ,

that is

g(z) +
(λ− α) β + nδ

τ + λ
zg′(z) =

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ+1
τ,λ,δ(α, β)f (z)(2.6)

+
η (τ + λ)

(λ− α) β + nδ
Aσ+2

τ,λ,δ(α, β)f (z)

]

.

Since f ∈ M(η, σ + 1, τ, λ, δ, α, β,m;h), then it follows from (2.6) that

g(z) +
(λ− α) β + nδ

τ + λ
zg′(z) ≺ h(z),

where

Re

{

τ + λ

(λ− α) β + nδ

}

≥ 0,
τ + λ

(λ− α) β + nδ
̸= 0.

An application of Lemma 1.1, with µ = τ+λ
(λ−α)β+nδ

, yields g(z) ≺ h(z). In view of (2.4),

we have

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

≺ h(z).

This shows that f ∈ M(η, σ, τ, λ, δ, α, β,m;h) and the proof of Theorem 2.2 is com-
pleted. □

Theorem 2.3. Let η > 0, γ > 0 and f ∈ M(η, σ, τ, λ, δ, α, β,m; γh+1−γ). If γ ≤ γ0,

where

(2.7) γ0 =
1

2



1 −
1

η

∫ 1

0

u
1

η
−1

1 + u
du





−1

,

then f ∈ M(0, σ, τ, λ, δ, α, β,m;h). The bound γ0 is the sharp when h(z) = 1
1−z

.

Proof. Assume that

(2.8) g(z) =
Aσ

τ,λ,δ(α, β)f (z)

z
.

Let f ∈ M(η, σ, τ, λ, δ, α, β,m; γh+ 1 − γ) with η > 0 and γ > 0. Then we obtain

g(z) + ηzg′(z)

=
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

≺γh(z) + 1 − γ.
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Making use of Lemma 1.1, we observe that

(2.9) g(z) ≺
γ

η
z− 1

η

∫ z

0
t

1

η
−1h(t)dt+ 1 − γ = (h ∗ ϕ)(z),

where

(2.10) ϕ(z) =
γ

η
z− 1

η

∫ z

0

t
1

η
−1

1 − t
dt+ 1 − γ.

If 0 < γ ≤ γ0, where γ0 > 1 is given by (2.7), then we find from (2.10) that

(2.11) Re (ϕ(z)) =
γ

η

∫ 1

0
u

1

η
−1 Re

(

1

1 − uz



du+ 1 − γ >
γ

η

∫ 1

0

u
1

η
−1

1 + u
du+ 1 − γ ≥

1

2
.

By using (2.8) and (2.9), we have

(2.12)
Aσ

τ,λ,δ(α, β)f (z)

z
≺ (h ∗ ϕ)(z).

In the light of (2.11), we note that the function ϕ(z) has the Herglotz representation

(2.13) ϕ(z) =
∫

♣x♣=1

dµ(x)

1 − xz
(z ∈ U),

where µ(x) is a probability measure defined on the unit circle ♣x♣ = 1 and
∫

♣x♣=1
dµ(x) = 1.

Since h is convex univalent in U , then we deduce from (2.12) and (2.13) that

Aσ
τ,λ,δ(α, β)f (z)

z
≺ (h ∗ ϕ)(z) =

∫

♣x♣=1
ϕ(xz) dµ(x) ≺ h(z).

This shows that f ∈ M(0, σ, τ, λ, δ, α, β,m;h). For h(z) = 1
1−z

and f ∈ Am defined
by

Aσ
τ,λ,δ(α, β)f (z)

z
=
γ

η
z− 1

η

∫ z

0

t
1

η
−1

1 − t
dt+ 1 − γ,

we obtain

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

=γh(z) + 1 − γ.

Thus, f ∈ M(η, σ, τ, λ, δ, α, β,m; γh+ 1 − γ). Also, for γ > γ0 , we have

Re

{

Aσ
τ,λ,δ(α, β)f (z)

z

}

−→
γ

η

∫ 1

0

u
1

η
−1

1 + u
du+ 1 − γ <

1

2
(z → −1),

which implies that f /∈ M(0, σ, τ, λ, δ, α, β,m;h). Thus, the bound γ0 cannot be
increased when h(z) = 1

1−z
. This completes the proof of the theorem. □
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Theorem 2.4. Let f ∈ M(η, σ, τ, λ, δ, α, β,m;h) be defined as in (1.1). Then the

function I defined by

I(z) =
c+ 1

zc

∫ z

0
tc−1f(t)dt (Re(c) > −1),

is also in the class M(η, σ, τ, λ, δ, α, β,m;h).

Proof. Let f ∈ M(η, σ, τ, λ, δ, α, β,m;h) be defined as in (1.1). Then, we find that
(2.14)
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

≺ h(z).

We can easily see that

(2.15) I(z) =
c+ 1

zc

∫ z

0
tc−1f(t)dt = z +

∞
∑

n=m+1

c+ 1

c+ n
anz

n.

We have from (2.15) that I ∈ Am and

(2.16) f(z) =
cI(z) + zI ′(z)

c+ 1
.

Define the function J by
(2.17)

J(z) =
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)I (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)I (z)

]

.

Differentiating both sides of (2.17) with respect to z and using (2.14) and (2.16), we
obtain

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

=
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)

(

cI(z) + zI ′(z)

c+ 1



+
η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)

(

cI(z) + zI ′(z)

c+ 1

]

=
c

z(c+ 1)

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)I (z)

+
η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)I (z)

]

+
1

z(c+ 1)

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β) (zI ′(z))

+
η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β) (zI ′(z))

]

=
c

c+ 1
J(z) +

1

c+ 1
(zJ ′(z) + J(z)) = J(z) +

1

c+ 1
zJ ′(z) ≺ h(z).
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An application of Lemma 1.1 with µ = c+ 1, yields J(z) ≺ h(z). By using (2.17), we
get

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)I (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)I (z)

]

≺ h(z),

which implies that I ∈ M(η, σ, τ, λ, δ, α, β,m;h). □

Theorem 2.5. Let f ∈ M(η, σ, τ, λ, δ, α, β,m;h), g ∈ Am and

(2.18) Re

{

g(z)

z

}

>
1

2
.

Then f ∗ g ∈ M(η, σ, τ, λ, δ, α, β,m;h).

Proof. Let f ∈ M(η, σ, τ, λ, δ, α, β,m;h) and g ∈ Am. Then, we have

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β) (f ∗ g) (z)(2.19)

+
η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β) (f ∗ g) (z)

]

=

(

1 −
η (τ + λ)

(λ− α) β + nδ

(

g(z)

z



∗

(

Aσ
τ,λ,δ(α, β)f(z)

z



+
η (τ + λ)

(λ− α) β + nδ

(

g(z)

z



∗

(

Aσ+1
τ,λ,δ(α, β)f(z)

z



=

(

g(z)

z



∗ φ(z),

where

φ(z) =
1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β)f (z) +

η (τ + λ)

(λ− α) β + nδ
Aσ+1

τ,λ,δ(α, β)f (z)

]

(2.20)

≺ h(z).

In view of (2.18), we note that the function g(z)
z

has the Herglotz representation

(2.21)
g(z)

z
=
∫

♣x♣=1

dµ(x)

1 − xz
(z ∈ U),

where µ(x) is a probability measure defined on the unit circle ♣x♣ = 1 and
∫

♣x♣=1
dµ(x) = 1.

Since h is convex univalent in U , then we find from (2.19), (2.20) and (2.21) that

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β) (f ∗ g) (z) +

η (τ + λ)

(λ− α) β + nδ

× Aσ+1
τ,λ,δ(α, β) (f ∗ g) (z)


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=
∫

♣x♣=1
φ(xz) dµ(x) ≺ h(z).

This shows that f ∗ g ∈ M(η, σ, τ, λ, δ, α, β,m;h). □

Theorem 2.6. Let f ∈ M(η, σ, τ, λ, δ, α, β,m;h) and g ∈ Am be prestarlike of order

α, (α < 1). Then f ∗ g ∈ M(η, σ, τ, λ, δ, α, β,m;h).

Proof. For f ∈ M(η, σ, τ, λ, δ, α, β,m;h) and g ∈ Am, from (2.19) (used in the proof
of Theorem 2.5), we can write

1

z

(

1 −
η (τ + λ)

(λ− α) β + nδ



Aσ
τ,λ,δ(α, β) (f ∗ g) (z) +

η (τ + λ)

(λ− α) β + nδ
(2.22)

× Aσ+1
τ,λ,δ(α, β) (f ∗ g) (z)



(2.23)

=
g(z) ∗ (zφ(z))

g(z) ∗ z
(z ∈ U),

where φ(z) is defined as in (2.20). Since h is convex univalent in U , ψ(z) ≺ h(z),
g(z) ∈ Re(α) and z ∈ S∗(α), α < 1, it follows from (2.22) and Lemma 1.2, we obtain
the result. □
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PSEUDO-BCK ALGEBRAS DERIVED FROM DIRECTOIDS

AKBAR REZAEI1

Abstract. The aim of this paper is to derive pseudo-BCK algebras from directoids
and vice versa. We generalize some results proved by Ivan Chajda et al. in the case
of BCK-algebras. We assign to an arbitrary pseudo-BCK algebra a semilattice-like
structure and observe that this is the point where directoids are different from the
semilattice-like structures. Finally, the relation between commutative deductive
systems and derive directoids from a bounded pseudo-BCK(pDN) algebras and a
characterization of commutative deductive systems of a bounded pseudo-BCK(pDN)
algebra in terms of directoids is discussed.

1. Introduction

BCK-algebras were introduced by Y. Imai and K. Iséki in 1966 ([15, 19]) as al-
gebras with a binary operation ∗ modeling the set-theoretical difference and with
a constant element 0 that is a least element. S. Tanaka deĄned a special class of
BCK-algebras called commutative BCK-algebras in 1975 (see [31]). In BCK-algebras,
some lattices, as bounded commutative BCK-algebras, involutive BCK-lattices and
bounded implicative BCK-algebras were deĄned and among the relationship between
them were discussed [23]. Some recent researchers led to generalizations of the notion
of pseudo structure on some types of algebras. G. Georgescu et al. [10] and indepen-
dently J. Rachůnek [24], introduced pseudo-MV algebra which is a non-commutative
generalization of MV-algebra. After a pseudo-MV algebra, the pseudo-BL algebra
[11], the pseudo-BCK algebra [12] and as a generalization of BCI-algebra, the notion
of pseudo-BCI algebra is introduced by W. A. Dudek et al. in [9]. A. Walendziak
[32] introduced pseudo-BCH algebras as an extension of BCH-algebras. Further, he

Key words and phrases. (Commutative) pseudo-BCK algebra, pseudo-BCK lattice, (commuta-
tive) deductive system, directoid, semilattice.
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proved that every branchwise commutative pseudo-BCH algebra is a pseudo-BCI alge-
bra [33]. Commutative pseudo-BCK algebras were originally deĄned by G. Georgescu
et al. in [12] under the name of semilattice-ordered pseudo-BCK algebras and some
properties of these structures were investigated by J. Kühr in [21,22]. R. A. Borzooei
et al. introduced in [1] (see also [2, 26, 27]) a pseudo-BE algebra as generalization
of BE-algebra, and the commutative pseudo-BE algebra have recently been inves-
tigated by L. C. Ciungu. It was proved that the class of commutative pseudo-BE
algebras is equivalent to the class of commutative pseudo-BCK algebras. Based on
this result, all results holding for commutative pseudo-BCK algebras also hold for com-
mutative pseudo-BE algebras [5]. Then she gave a characterization of commutative
pseudo-BCK algebras and deĄned the commutative deductive systems of pseudo-BCK
algebras and proved that a pseudo-BCK algebra X is commutative if and only if all
the deductive systems of X are commutative. Also, she showed that the class of
commutative pseudo-BCK algebras is a variety [6] (see also, [14]). A. Rezaei et al.
introduced the notion of pseudo-CI algebras as an extension of pseudo-BE algebras
and proved that the class of commutative pseudo-CI algebras coincide with the class
of commutative pseudo-BCK algebras [28]. G. Georgescu et al. proved that every
Wajsberg pseudo-hoop is a basic pseudo-hoop and every simple basic pseudo-hoop is
a linearly ordered Wajsberg pseudo-hoop [13]. L. C. Ciungu in [7] showed that every
pseudo-hoop is a pseudo-BCK-meet semilattice. The relation between FLw-algebras,
bounded pseudo-BCK(pP) algebras, pseudo-MTL algebras, pseudo-BL algebras and
pseudo-MV algebras proved in [16]. Also, in [29, 30], the interrelationships between
dual pseudo-Q/QC algebras and other pseudo algebras are visualized with a diagram
and then they introduced the concepts of branchwise commutative pseudo-CI algebras
and pointed pseudo-CI algebras and investigated some of properties. A. Iorgulescu
for the Ąrst time introduced the notation of quasi-pseudo-M algebras as generaliza-
tions of pseudo-M algebras and (involutive) quasi-implicative-groups and the (strong
involutive) (super) quasi-implicative-hoops, as generalizations of implicative-groups
and implicative-hoops, respectively in [18]. I. Chajda et al. showed that one can be
assign to an arbitrary BCK-algebra a semilattice-like structure every section of which
possesses a certain antitone mappings [3], it arises a natural question of generaliza-
tion of these concepts also for pseudo-BCK algebras. Since lattice theory has many
applications in computer science and has an important and vital role in investigat-
ing the structure of a logical system, this motivated our investigations on directoids
and pseudo-BCK-algebras to characterized several of its important properties. The
main result of this paper establishes a bijective correspondence between pseudo-BCK
algebras and some algebraic structures deĄned by two directoids. A characterization
of commutative deductive systems of a bounded pseudo-BCK(pDN) algebra in terms
of directoids is discussed and various results obtained mentioned in this paper can
be transferred to the pseudo-BCK algebras. The core of the paper is based on by
presenting a survey of some results of logic in the non-commutative case (see [3] for
the commutative case) and extension of [25] (see also [4]).
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2. Preliminaries

In this section we recall some basic notions and results regarding (commutative)
pseudo-BCK algebras.

Definition 2.1 ([9, 17]). An algebra X = (X; →,⇝, 1) of type (2, 2, 0) is called a
pseudo-BCI algebra if it satisfies the following axioms for all x, y, z ∈ X:

(psBCI1) (x → y)⇝ ((y → z)⇝ (x → z)) = 1 and
(x⇝ y) → ((y ⇝ z) → (x⇝ z)) = 1;

(psBCI2) x → ((x → y)⇝ y) = 1 and x⇝ ((x⇝ y) → y) = 1;
(psBCI3) x → x = x⇝ x = 1;
(psBCI4) x → y = y ⇝ x = 1 ⇒ x = y;
(psBCI5) x ⪯ y if and only if x → y = 1 if and only if x⇝ y = 1.

A pseudo-BCK algebra [20] is a pseudo-BCI algebra X = (X; →,⇝, 1) satisfying
the condition (psBCK), for all x ∈ X:

(psBCK) x → 1 = 1.
I. Chajda et al. proved that for every pseudo-BCI algebra x → y = 1 if and only if

x⇝ y = 1 (see [4, Lemma 2.1]).

Remark 2.1. If X = (X; →,⇝, 1) is a pseudo-BCI algebra satisfying x → y = x⇝ y,

for all x, y ∈ X, then X = (X; →, 1) is a BCI-algebra. Hence, every BCI-algebra is a
pseudo-BCI algebra in a natural way.

Remark 2.2. By deĄnition (psBCI1)-(psBCI5), pseudo-BCK algebras are contained in
the class of pseudo-BCI algebras. A pseudo-BCI algebra which is not a pseudo-BCK
algebra will be called proper.

From now on, X is a pseudo-BCK algebra, unless it is stated.

Proposition 2.1 ([12, 17]). In any pseudo-BCK algebra X the following conditions

hold for all x, y, z ∈ X:

(1) x ⪯ y implies z → x ⪯ z → y and z ⇝ x ⪯ z ⇝ y;

(2) x ⪯ y implies y → z ⪯ x → z and y ⇝ z ⪯ x⇝ z;

(3) x → y ⪯ (z → x)⇝ (z → y) and x⇝ y ⪯ (z ⇝ x) → (z ⇝ y);
(4) x → (y ⇝ z) = y ⇝ (x → z) and x⇝ (y → z) = y → (x⇝ z);
(5) x ⪯ y → x and x ⪯ y ⇝ x;

(6) ((x → y)⇝ y) → y = x → y and ((x⇝ y) → y)⇝ y = x⇝ y.

Theorem 2.1 ([6]). Let X be a pseudo-BCK algebra. The following statements are

equivalent for all x, y ∈ X:

(1) X is commutative;

(2) x → y = ((y → x)⇝ x) → y and x⇝ y = ((y ⇝ x) → x)⇝ y;

(3) (x → y)⇝ y = (((x → y)⇝ y) → x)⇝ x and

(x⇝ y) → y = (((x⇝ y) → y)⇝ x) → x;

(4) x ⪯ y implies y = (y → x)⇝ x = (y ⇝ x) → x.
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Definition 2.2 ([16]). If there is an element 0 of a pseudo-BCK algebra X, such
that 0 ⪯ x (i.e., 0 → x = 0 ⇝ x = 1), for all x ∈ X, then 0 is called the zero of
X. A pseudo-BCK algebra with zero is called bounded pseudo-BCK algebra and it is
denoted by X = (X; →,⇝, 0, 1).

Definition 2.3 ([16]). A pseudo-BCK(pP) algebra is a pseudo-BCK algebra X satis-
fying (pP) condition:

(pP) There exists x ⊙ y = min¶z : x ⪯ y → z♢ = min¶z : y ⪯ x ⇝ z♢ for all
x, y ∈ X.

Definition 2.4 ([16,20]).
(1) A pseudo-BCK lattice is a pseudo-BCK algebra X such that (X; ⪯) is a lattice.
(2) A pseudo-BCK join-semilattice is a pseudo-BCK algebra X such that (X; ∨) is

a join-semilattice, and x → y = 1 if and only if x ∨ y = y.

(3) A pseudo-BCK meet-semilattice is a pseudo-BCK algebra X such that (X; ∧) is
a meet-semilattice, and x → y = 1 if and only if x ∧ y = x.

Definition 2.5 ([16]). A pseudo-BCK algebra(pDN) is a bounded pseudo-BCK algebra
X = (X; ⪯, →,⇝, 0, 1) satisfying the condition:

(pDN) (x→)⇝ = (x⇝)→ = x, where x→ = x → 0 and x⇝ = x⇝ 0 for all x ∈ X.

Definition 2.6 ([12]). A pseudo-BCK algebra X is called commutative if for all
x, y, z ∈ X, it satisĄes the following identities:

(C1) (x → y)⇝ y = (y → x)⇝ x;
(C2) (x⇝ y) → y = (y ⇝ x) → x.

Proposition 2.2 ([6]). Any commutative pseudo-BCK algebra is a join-semilattice

with respect to ⪯ .

Theorem 2.2 ([8]). Let X be a pseudo-BCK(pDN) algebra. The following statements

are equivalent:

(1) (X; ⪯) is a meet-semilattice;

(2) (X; ⪯) is a join-semilattice;

(3) (X; ⪯) is a lattice.

Definition 2.7 ([6]). A subset D of a pseudo-BCK algebra X is called a deductive

system of X if it satisĄes the following conditions:
(DS1) 1 ∈ D;
(DS2) x ∈ D and x → y ∈ D imply y ∈ D.

A subset D of X is a deductive system if and only if it satisĄes (DS1) and the
condition:

(DS3) x ∈ D and x⇝ y ∈ D imply y ∈ D.

We will denote by DS(X) the set of all deductive systems of X.

Definition 2.8 ([6]). A deductive system D of a pseudo-BCK algebra X is called
commutative if it satisĄes the following conditions for all x, y ∈ X:
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(CDS1) y → x ∈ D implies ((x → y)⇝ y) → x ∈ D;
(CDS2) y ⇝ x ∈ D implies ((x⇝ y) → y)⇝ x ∈ D.

We will denote by DSc(X) the set of all commutative deductive systems of a
pseudo-BCK algebra X.

Definition 2.9 ([3]). A directoid is a groupoid G = (G; ∨) satisfying the following
identities for all x, y, z ∈ G:

(D1) x ∨ x = x;
(D2) (x ∨ y) ∨ x = x ∨ y;
(D3) y ∨ (x ∨ y) = x ∨ y;
(D4) x ∨ ((x ∨ y) ∨ z) = (x ∨ y) ∨ z.

The relation ≤ given by x ≤ y if and only if x ∨ y = y is a partial order. The binary
operation ∨ assigns to a pair ¶x, y♢ is a common upper bound of them.

3. Pseudo-BCK Algebras Derived from Directoids

Following the idea used by I. Chajda and J. Kühr [3] for BCK-algebras in what
follows we give a generalization of this results for pseudo-BCK algebras. In this
section, we assign a semilattice-like structure the sections of which have certain
antitone mappings, and also conversely. We have the following results.

Let X be a pseudo-BCK algebra. DeĄne binary operations ∨1 and ∨2 by:
(A) x ∨1 y := (x → y)⇝ y and x ∨2 y := (x⇝ y) → y for all x, y ∈ X.

The following examples shows that these operations ∨1 and ∨2 need not coincide
in general.

Example 3.1 ([8]). Consider the set X = ¶0, a, b, c, 1♢, where 0 < a, b < c < 1, a, b

inomparable and the operations → and ⇝ given by the following tables:

→ 0 a b c 1
0 1 1 1 1 1
a 0 1 b 1 1
b a a 1 1 1
c 0 a b 1 1
1 0 a b c 1

,

⇝ 0 a b c 1
0 1 1 1 1 1
a b 1 b 1 1
b 0 a 1 1 1
c 0 a b 1 1
1 0 a b c 1

.

Then X = (X; →,⇝, 0, 1) is a bounded pseudo-BCK algebra, but
a ∨1 0 = (a → 0)⇝ 0 = 0⇝ 0 = 1 ̸= a ∨2 0 = (a⇝ 0) → 0 = b → 0 = a.

Theorem 3.1. Let X be a pseudo-BCK algebra. For every a ∈ X, define unary

operations →a and ⇝a by x→a = x → a and x⇝a = x⇝ a. Then the algebraic structure

S(X) = (X; ∨1, ∨2, (→a)a∈X , (⇝a)a∈X , 1) satisfies the following quasi-identities:

(1) x ∨1 1 = 1 and x ∨2 1 = 1;

(2) x→x = 1 and x⇝x = 1;

(3) 1→x = x and 1⇝x = x;

(4) x ∨1 x = x and x ∨2 x = x;
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(5) (x ∨1 y)→y = x → y and (x ∨2 y)⇝y = x⇝ y;

(6) x ⪯ y if and only if x ∨1 y = y and x ∨2 y = y;

(7) x ∨1 y = y and y ∨1 x = x imply x = y and

x ∨2 y = y and y ∨2 x = x imply x = y;

(8) x ∨1 y = (x ∨1 y) ∨1 y = x ∨1 (x ∨1 y) = y ∨1 (x ∨1 y) and

x ∨2 y = (x ∨2 y) ∨2 y = x ∨2 (x ∨2 y) = y ∨2 (x ∨2 y);
(9) (x ∨1 z) ∨1 ((x ∨1 y) ∨1 z) = (x ∨1 y) ∨1 z and

(x ∨2 z) ∨2 ((x ∨2 y) ∨2 z) = (x ∨2 y) ∨2 z;

(10) x ∨1 y = (x ∨1 y)→y⇝y = ((x ∨1 y)→y ∨2 y)⇝y and

x ∨2 y = (x ∨2 y)⇝y→y = ((x ∨2 y)⇝y ∨1 y)→y;

(11) (x ∨1 (y ∨2 z)⇝z)→(y∨2z)⇝z

= (y ∨2 (x ∨1 z)→z)⇝(x∨1z)→z

;

(12) (x ∨1 y)→y ∨2 ((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z) = ((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z) and

(x ∨2 y)⇝y ∨1 ((x ∨2 z) ∨2 (y ∨2 z))⇝(y∨2z) = ((x ∨2 z) ∨2 (y ∨2 z))⇝(y∨2z);

(13) ((x ∨2 z)⇝z ∨1 (y ∨1 z))→(y∨1z) = ((y ∨1 z)→z ∨2 (x ∨2 z))⇝(x∨2z) and

((x ∨1 z)→z ∨2 (y ∨2 z))⇝(y∨2z) = ((y ∨2 z)⇝z ∨1 (x ∨1 z))→(x∨1z);

(14) ((x ∨1 y) ∨1 x)→x = (x ∨1 y)→x and ((x ∨2 y) ∨2 x)⇝x = (x ∨2 y)⇝x.

Proof. The proof of (1)-(6) is straightforward by the deĄnition and properties of
pseudo-BCK algebras. (6) Assume that x ⪯ y. Then x ∨1 y = (x → y) ⇝ y = 1 ⇝
y = y. Also,

x ∨2 y = (x⇝ y) → y = 1 → y = y.

Conversely, suppose that x ∨1 y = y and x ∨2 y = y. Since

x → y = x → ((x → y)⇝ y) = (x → y)⇝ (x → y) = 1

and

x⇝ y = x⇝ ((x⇝ y) → y) = (x⇝ y) → (x⇝ y) = 1,

then x ⪯ y.

(7) Suppose that (x → y) ⇝ y = y and (y → x) ⇝ x = x. Then by (psBCI3) we
have

x → y = x → ((x → y)⇝ y) = (x → y)⇝ (x → y) = 1

and

y ⇝ x = y ⇝ ((y ⇝ x) → x) = (y ⇝ x) → (y ⇝ x) = 1.

Now, using (psBCI5) x = y. By a similar argument the second part is valid.
(8) By Proposition 2.1 (6), we have

(x ∨1 y) ∨1 y =((x ∨1 y) → y)⇝ y

=(((x → y)⇝ y) → y)⇝ y

=(x → y)⇝ y

=x ∨1 y.

Similarly, we see that x ∨1 (x ∨1 y) = x ∨1 y and y ∨1 (x ∨1 y) = x ∨1 y.
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(9) According to (psBCI2), x ⪯ x ∨1 y. By Proposition 2.1 (1) and (2), we have
x∨1z ⪯ (x∨1y)∨1z. Now, using (6) it follows that (x∨1z)∨1((x∨1y)∨1z) = (x∨1y)∨1z.

By a similar argument we can verify x∨2 y = (x∨2 y)∨2 y = x∨2 (x∨2 y) = y∨2 (x∨2 y).
(10) (x ∨1 y)→y⇝y = ((x ∨1 y) → y)⇝ y = x ∨1 y and (x ∨2 y)⇝y→y = ((x ∨2 y)⇝

y) → y = x ∨2 y. By Proposition 2.1 (6), we have

((x ∨1 y)→y ∨2 y)⇝y =(((x ∨1 y) → y) ∨2 y)⇝y

=((((x → y)⇝ y) → y) ∨2 y)⇝y

=((x → y) ∨2 y)⇝y

=(((x → y)⇝ y) → y)⇝y

=(x → y)⇝y

=(x → y)⇝ y

=x ∨1 y.

Also, the proof of the second part is similar.
(11) From (5) and Proposition 2.1 (4), we conclude

(x ∨1 (y ∨2 z)⇝z)→(y∨2z)⇝z

=(x ∨1 (y ⇝ z))→(y⇝z)

=x → (y ⇝ z) = y ⇝ (x → z)

=(y ∨2 (x → z))⇝(x→z)

=(y ∨2 (x ∨1 z)→z)⇝(x∨1z)→z

.

(12) Using (5), we have

((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z) =(x ∨1 z) → (y ∨1 z)

=((x → z)⇝ z) → ((y → z)⇝ z)

=(y → z)⇝ (((x → z)⇝ z) → z)

=(y → z)⇝ (x → z).

We have (x → y) ∨2 ((y → z) ⇝ (x → z)) = 1 → ((y → z) ⇝ (x → z)). From this
and (psBCI1) we conclude

(x ∨1 y)→y ∨2 ((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z) =(x ∨1 y)→y ∨2 ((y → z)⇝ (x → z))

=(x → y) ∨2 ((y → z)⇝ (x → z))

=1 → ((y → z)⇝ (x → z))

=(y → z)⇝ (x → z)

=((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z).
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(13) Applying (5), we have

((x ∨2 z)⇝z ∨1 (y ∨1 z))→(y∨1z) =(x⇝ z) → (y ∨1 z)

=(x⇝ z) → ((y → z)⇝ z)

=(y → z)⇝ ((x⇝ z) → z)

=(y → z)⇝ (x ∨2 z)

=((y ∨1 z)→z ∨2 (x ∨2 z))⇝(x∨2z).

By a similar argument we have

((x ∨1 z)→z ∨2 (y ∨2 z))⇝(y∨2z) = ((y ∨2 z)⇝z ∨1 (x ∨1 z))→(x∨1z).

(14) Using Proposition 2.1 (6), we get

((x ∨1 y) ∨1 x)→x =(((x → y)⇝ y) ∨1 x)→x

=((((x → y)⇝ y) → x)⇝ x)→x

=((x → y)⇝ y)→x

=((x → y)⇝ y) → x

=(x ∨1 y)→ x

=(x ∨1 y)→x.

Similarly, ((x ∨2 y) ∨2 x)⇝x = (x ∨2 y)⇝x. □

Lemma 3.1. Let X = (X; ∨1, ∨2) be an algebra of type (2, 2) satisfying the quasi-

identities (4), (7), (8) and (9) of Theorem 3.1. Then the binary relation ⪯ defined

by

(B) x ⪯ y if and only if x ∨1 y = y and x ∨2 y = y is a partial order on X.

Proof. By (4) and (7), ⪯ is reĆexive and antisymmetric. For transitivity, assume that
x ⪯ y and y ⪯ z. Using (8) and (9), we get

x ∨1 z =(x ∨1 z) ∨1 z

=(x ∨1 z) ∨1 (y ∨1 z)

=(x ∨1 z) ∨1 ((x ∨1 y) ∨1 z)

=(x ∨1 y) ∨1 z

=y ∨1 z = z

and if x ∨2 y = y and y ∨2 z = z, then we have

x ∨2 z =(x ∨2 z) ∨2 z

=(x ∨2 z) ∨2 (y ∨2 z)

=(x ∨2 z) ∨2 ((x ∨2 y) ∨2 z)

=(x ∨2 y) ∨2 z

=y ∨2 z = z.
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Thus, ⪯ is a partial order on X. □

The following example shows that for every pseudo-BCK algebra X, (X; ∨1) and
(X; ∨2) are not directoids in general.

Example 3.2. Let X be the algebra given in Example 3.1. Then (X; ∨1) and (X; ∨2)
are not directoids, since

c∨1 0 = (c → 0)⇝ 0 = 0⇝ 0 = 1 ̸= (c∨1 0)∨1 c = 0∨1 c = (0 → c)⇝ c = 1⇝ c = c

and

c∨2 0 = (c⇝ 0) → 0 = 0 → 0 = 1 ̸= (c∨2 0)∨2 c = 0∨2 c = (0⇝ c) → c = 1 → c = c.

Theorem 3.2. Let X be a pseudo-BCK algebra, ∨1 and ∨2 be the binary operations

defined by (A). Then the following conditions are equivalent:

(1) (X; ∨1) and (X; ∨2) are directoids;

(2) X is a commutative pseudo-BCK algebra;

(3) (X; ⪯) is a join-semilattice, where ⪯ is defined by (B).

Proof. (1)⇒(2) Assume that (X; ∨1) is a directoid. Then x ⪯ y implies y ∨1 x = y

and so X satisĄes the quasi-identity

x ⪯ y ⇒ y = (y → x)⇝ x.

Similary, x ⪯ y implies y = (y ⇝ x) → x. Therefore, X is a commutative pseudo-BCK
algebra by Theorem 2.1.

(2)⇒(3) It follows from Proposition 2.2.
(3)⇒(1) It is obvious that every join-semilattice is a directoid. □

Corollary 3.1. Let X be a pseudo-BCK(pDN), ∨1 and ∨2 be the binary operations

defined by (A). Then the following conditions are equivalent:

(1) (X; ∨1) and (X; ∨2) are directoids;

(2) X is a commutative pseudo-BCK algebra;

(3) (X; ⪯) is a join-semilattice;

(4) (X; ⪯) is a meet-semilattice;

(5) (X; ⪯) is a lattice.

Proof. It follows from Theorems 3.2 and 2.2. □

Corollary 3.2. Let X be a pseudo-BCK(pDN), ∨1 and ∨2 be the binary operations

defined by (A). Then the following conditions are equivalent:

(1) (X; ∨1) and (X; ∨2) are directoids;

(2) X is a commutative pseudo-BCK algebra;

(3) ¶1♢ ∈ DSc(X);
(4) DS(X) = DSc(X).

Proof. It follows from Theorem 3.2 and [6, Corollary 4.6, Theorem 4.7 and Corollary
4.8]. □
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In [8], L. C. Ciungu proved that for every pseudo-BCK(pDN) lattice the following
conditions are equivalent (see [8, Proposition 3.5]):

(P1) (x ∧ y) → z = (x → z) ∨ (y → z) and (x ∧ y)⇝ z = (x⇝ z) ∨ (y ⇝ z);
(P2) z → (x ∨ y) = (z → x) ∨ (z → y) and z ⇝ (x ∨ y) = (z ⇝ x) ∨ (z ⇝ y).
Also, she showed that the class of pseudo-BCK(pDN) lattices satisĄes the conditions

(P1) and (P2) is not empty, since every pseudo-MV algebra satisĄes these conditions.
Further, It was proved that if a pseudo-BCK(pDN) lattice X satisfying (P1) or (P2),
then (X; ⪯) is a distributive lattice (see [8, Theorem 3.4, Corollary 3.2]).

Theorem 3.3. Let S = (S; ∨1, ∨2, (→a)a∈S, (⇝a)a∈S, 1) be a structure algebraic, where

∨1 and ∨2 are binary operations on S and for each a ∈ S, →a and ⇝a are unary

operations on ¶x ∈ S : a ∨1 x = 1 and a ∨2 x = 1♢ and 1 is a distinguished element of

S, satisfying the quasi-identities (1)-(12) from Theorem 3.1. Define the new binary

operations → and ⇝ on S by

(C) x → y = (x ∨1 y)→y and x⇝ y = (x ∨2 y)⇝y.

Then X(S) = (S; →,⇝, 1) is a pseudo-BCK algebra.

Proof. The deĄnition of → and⇝ are well deĄne from Theorem 3.1 (8). Furthermore,
we note that

(D) x ∨1 y = y and x ∨2 y = y if and only if x → y = 1 and x⇝ y = 1.

Indeed, if x ∨1 y = y, then x → y = (x ∨1 y)→y = y→y = 1, by Theorem 3.1 (2).
Similarly, if x ∨2 y = y, then x⇝ y = (x ∨2 y)⇝y = y⇝y = 1.

For conversely, 1 = x → y = (x ∨1 y)→y implies y = 1⇝y = (x ∨1 y)→y⇝y = x ∨1 y.

Also, 1 = x⇝ y = (x ∨2 y)⇝y implies y = 1→y = (x ∨2 y)⇝y→y = x ∨2 y, by Theorem
3.1 (3) and (10). Now, we verify the axioms of pseudo-BCK algebras as follows.

(psBCI1) Using Theorem 3.1 (5) and (12), we obtain

(x → y) ∨2 ((x ∨1 z) → (y ∨1 z)) =(x ∨1 y)→y ∨2 ((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z)

=((x ∨1 z) ∨1 (y ∨1 z))→(y∨1z)

=(x ∨1 z) → (y ∨1 z).

Thus, (x → y)⇝ ((x ∨1 z) → (y ∨1 z)) = 1.

Also, according to Theorem 3.1 (10) and (11), we get

(x → y)⇝ y = ((x ∨1 y)→y ∨2 y)⇝y = x ∨1 y

and

x → (y ⇝ z) = (x ∨1 (y ∨2 z)⇝z)→(y∨2z) = (y ∨2 (x ∨1 z)→z)⇝(x∨1z) = y ⇝ (x → z).

Then

(x ∨1 z) → (y ∨1 z) =((x → z)⇝ z) → ((y → z)⇝ z)

=(y → z)⇝ (((x → z)⇝ z) → z)

=(y → z)⇝ (x → z),
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since

((x → z) → z)⇝ z =(((x ∨1 z)→z ∨2 z)→z ∨1 z)→z

=((x ∨1 z) ∨1 z)→z

=(x ∨1 z)→z

=x → z.

Altogether, we have

(x → y)⇝ ((y → z)⇝ (x → z)) = (x → y)⇝ ((x ∨1 z) → (y ∨1 z)) = 1.

The second part of axiom (psBCI1) follows by duality.
(psBCI2) Using Theorem 3.1 (10), we get

(x → y)⇝ y = ((x ∨1 y)→y ∨2 y)⇝y = x ∨1 y.

Hence, x ∨1 ((x → y) ⇝ y) = x ∨1 (x ∨1 y) = x ∨1 y = (x → y) ⇝ y. Then
x → ((x → y)⇝ y) = 1.

By a similar argument we have x⇝ ((x⇝ y) → y) = 1.

(psBCI3) Applying (D), from x ∨1 x = x ∨2 x = x it follows x → x = x⇝ x = 1.

(psBCI4) If x → y = 1 and y → x = 1, then by Theorem 3.1 (6), we have x∨1 y = y

and y ∨1 x = x. Now, using Theorem 3.1 (7), it follows x = y.

(psBCI5) This follows from Theorem 3.1 (6) and (D).
(psBCK) By Theorem 3.1 (1), x ∨1 1 = x ∨2 1 = 1. From (D) we see that x → 1 =

x⇝ 1 = 1. □

Theorem 3.4. Let S = (S; ∨1, ∨2, (→a)a∈S, (⇝a)a∈S, 1) be an algebra as in Theo-

rem 3.3 satisfying (1)-(12) of Theorem 3.1 and X be a pseudo-BCK algebra. Then

X(S(X)) = X and S(X(S)) = S.

Proof. By Theorem 3.1, S(X) = (X; ∨1, ∨2, (→a)a∈X , (⇝a)a∈X , 1) is the structure
satisfying (1)-(12) which is assigned to a given pseudo-BCK algebra X. Then in
X(S(X)) = (X; →1,⇝1, 1) we have

x →1 y = (x ∨1 y)→y = ((x → y)⇝ y) → y = x → y

and

x⇝2 y = (x ∨2 y)⇝y = ((x⇝ y) → y)⇝ y = x⇝ y.

Therefore, X(S(X)) = X.

Also, assume that S = (S; ∨1, ∨2, (→a)a∈S, (⇝a)a∈S, 1) is a structure that satisĄes
(1)-(12) of Theorem 3.1, X(S) = (S; →,⇝, 1) its corresponding pseudo-BCK algebra
(cf. Theorem 3.3) and S(X(S)) = (S; ⊔1, ⊔2, (r1a)a∈S, (r2a)a∈S, 1). Then

x ⊔1 y = (x → y)⇝ y = ((x ∨1 y)→y ∨2 y)⇝y = x ∨1 y

and

x ⊔2 y = (x⇝ y) → y = ((x ∨2 y)⇝y ∨1 y)→y = x ∨2 y.
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Further, for x ∈ [a, 1], we have

r1a(x) = x → a = (x ∨1 a)→a = ((a ∨1 x) ∨1 a)→a = (a ∨1 x)→a = x→a

and

r2a(x) = x⇝ a = (x ∨2 a)⇝a = ((a ∨2 x) ∨2 a)⇝a = (a ∨2 x)⇝a = x⇝a.

Therefore, S(X(S)) = S. □

Corollary 3.3. Let S = (S; ∨1, ∨2, (→a)a∈S, (⇝a)a∈S, 1) be an algebraic structure

satisfying (1)-(13) of Theorem 3.1. Then the relation defined by (B) is a partial order

on S, 1 is the greatest element of S and for every x, y ∈ S, x, y ⪯ x ∨ y, where

∨ = ∨1 = ∨2. Moreover, for each a ∈ S, →a and ⇝a are antitone mappings on

[a, 1] = ¶x ∈ S : a ⪯ x♢.

Conclusion

We consider that this paper could contribute to the study of algebraic structures
and to the development of pseudo-BCK algebras. So, we hope it would be served as
a foundation and another topic of research to deĄne and investigate among algebraic
structures derived from pseudo-BCK algebras. As another direction of research, one
could investigate relationship between commutative pseudo-valuation on pseudo-BCK
algebras with directoids.
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[21] J. Kühr, Pseudo-BCK Algebras and Related Structures, Univerzita Palackeho v Olomouci, Olo-

mouci, 2007.
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A NOTE ON COMPARISON OF ANNULI CONTAINING ALL THE

ZEROS OF A POLYNOMIAL

SUNIL HANS1, AMIT TOMAR1, AND JIANHENG CHEN2

Abstract. If P (z) is a polynomial of degree n, then for a subclass of polynomials,
Dalal and Govil [7] compared the bounds, containing all the zeros, for two different
results with two different real sequences λk > 0,

∑

n

k=1
λk = 1. In this paper, we

prove a more general result, by which one can compare the bounds of two different
results with the same sequence of real or complex λk,

∑

n

k=0
♣λk♣ ≤ 1. A variety

of other results have been extended in this direction, which in particular include
several known extensions and generalizations of a classical result of Cauchy [4], from
this result by a fairly uniform manner.

1. Introduction

Properties of polynomials and especially the location of zeros is an old subject
and it has been studied since the time of Gauss and Cauchy, as it finds important
application in many areas of applied mathematics. Quite a few results giving the
bound for some and all the zeros of a polynomial in terms of its coefficients can be
found in [13–15].

Gauss was the earliest contributor to the study of location of zeros of a polynomial,
who proved that a nth degree polynomial

P (z) := anzn + an−1z
n−1 + · · · + a1z + a0,

with all real ak, has no zeros outside the circle ♣z♣ = R, where

R = max
1≤k≤n

(n
√

2♣ak♣)1/k.

Cauchy [4] improved the above result of Gauss by proving the following result.
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Theorem 1.1. Let P (z) =
∑n

k=0 akzk be a complex polynomial of degree n. Then all

the zeros of P (z) lie in the disc

¶z : ♣z♣ ≤ r♢ ⊂ ¶z : ♣z♣ < 1 + M♢ ,

where

M := max
0≤k≤n−1

♣ak♣
♣an♣

and r is the unique positive real root of the real coefficients equation

♣an♣zn − ♣an−1♣zn−1 − ♣an−2♣zn−2 − · · · − ♣a1♣z − ♣a0♣ = 0,

when P (z) is not a monomial, and as zero otherwise.

On applying the above theorem to the polynomial Q(z) = znP (1/z) and combining
it with the above theorem, one can easily get the following theorem.

Theorem 1.2 (Cauchy). All the zeros of a nth degree polynomial P (z) =
∑n

k=0 akzk

lie in the annulus r1 ≤ ♣z♣ ≤ r2, where r1 is the unique positive real root of the equation

(1.1) ♣an♣zn + ♣an−1♣zn−1 + · · · + ♣a1♣z − ♣a0♣ = 0,

and r2 is the unique positive real root of the equation

(1.2) ♣an♣zn − ♣an−1♣zn−1 − · · · − ♣a1♣z − ♣a0♣ = 0,

when P (z) is not a monomial, and as zero otherwise.

The above result of Cauchy has been sharpened among others by Joyal et al. [11],
Datt and Govil [8], Affane-Aji et al. [1], and Sun and Hsieh [16].

Diaz-Barrero [9] proved the following result, which provides an annulus contain-
ing all the zeros of a polynomial by involving the Fibonacci numbers and binomial
coefficients.

Theorem 1.3. Let P (z) =
∑n

k=0 akzk, ak ̸= 0, 1 ≤ k ≤ n, be a non-constant

polynomial with complex coefficients. Then all its zeros lie in the annulus C =
¶z : r1 ≤ ♣z♣ ≤ r2♢, where

r1 =
3

2
min

1≤k≤n

(

2nFkC(n, k)

F4n

∣

∣

∣

∣

a0

ak

∣

∣

∣

∣

1/k

and

r2 =
2

3
max

1≤k≤n

(

F4n

2nFkC(n, k)

∣

∣

∣

∣

an−k

an

∣

∣

∣

∣

1/k

.

Here C(n, k) is the binomial coefficient and Fk is the kth Fibonacci number.

Kim [12] used the identity
∑n

k=0 C(n, k) = 2n to prove the following result.
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Theorem 1.4. Let P (z) =
∑n

k=0 akzk, ak ̸= 0, 1 ≤ k ≤ n, be a non-constant

polynomial with complex coefficients. Then all the zeros of P (z) lie in the annulus

C = ¶z : r1 ≤ ♣z♣ ≤ r2♢, where

r1 = min
1≤k≤n

(

C(n, k)

2n − 1

∣

∣

∣

∣

a0

ak

∣

∣

∣

∣

1/k

and

r2 = max
1≤k≤n

(

2n − 1

C(n, k)

∣

∣

∣

∣

an−k

an

∣

∣

∣

∣

1/k

.

Here C(n, k) is the binomial coefficient.

There are many results, including the above Theorems 1.3 and 1.4, available in this
direction (for example, see [3, 5, 10]).

Aziz and Qayoom [2] (see also [5]) proved the following theorem which generalizes
all the above results.

Theorem 1.5. Let λ1, λ2, . . . , λn be any set of n real or complex numbers such that
∑n

k=1 ♣λk♣ ≤ 1, and let P (z) =
∑n

k=0 akzk, ak ̸= 0, 1 ≤ k ≤ n, be a non-constant

polynomial with complex coefficients. Then all the zeros of P (z) lie in the annulus

C = ¶z : r1 ≤ ♣z♣ ≤ r2♢ , where

r1 = min
1≤k≤n

∣

∣

∣

∣

λk
a0

ak

∣

∣

∣

∣

1/k

and

r2 = max
1≤k≤n

∣

∣

∣

∣

1

λk

an−k

an

∣

∣

∣

∣

1/k

.

Theorem 1.5 can generate infinitely many results, including Theorem 1.2 to 1.4,
giving an annulus containing all the zeros of a polynomial, and over the years, mathe-
maticians were comparing the bounds with the existing bounds in the literature by
giving some examples. Dalal and Govil [6] have shown that these bounds cannot,
in general, be compared, implying that every result obtained can be useful. More
recently, Dalal and Govil [7] successfully compared the bounds of two different results
with two different real sequences λk > 0,

∑n
k=0 λk = 1 for a subclass of polynomials.

The main aim of this paper is to prove the following more general results (Theo-
rem 2.1, 2.2) of Section 2 using well known Hölder Inequality

(1.3)
n
∑

k=1

αkβk ≤
(

n
∑

k=1

αq
k

1/q ( n
∑

k=1

βp
k

1/p

,

where αk > 0, βk > 0 for all 1 ≤ k ≤ n, and p > 1, q > 1, with 1/p+1/q = 1, by which
one can easily compare the bounds of two different results with the same sequence of
real or complex λk,

∑n
k=0 ♣λk♣ ≤ 1. Our results not only extend Theorem 1.5 but also
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improve it. Besides that theorems like Theorem 1.3, 1.4 and other similar to them
also extended and shown as corollaries of Theorem 2.1 in the Table 1.

As above mentioned, the annuli obtained by Theorem 2.1 of Section 2 and Theo-
rem 1.5 cannot, in general, be compared, however under some condition by MATLAB,
we construct example of polynomial, for which the bounds obtained by our Theorem
2.1 and 2.2 are considerably sharper than the bounds obtained by Theorem 1.5. This
has been done in Section 4.

2. Main Results

Theorem 2.1. Let λ1, λ2, . . . , λn be any set of n real or complex numbers such that
∑n

k=1 ♣λk♣ ≤ 1. For p and q such that p > 1, q > 1, 1
p

+ 1
q

= 1, the non-constant

polynomial P (z) =
∑n

k=0 akzk, ak ≠ 0, 1 ≤ k ≤ n, with complex coefficients, has all

its zeros lie in the annulus C = ¶z : r′
1 ≤ ♣z♣ ≤ r′

2♢, where

r′
1 = min

1≤k≤n

∣

∣

∣

∣

∣

∣

λ
1/p
k

n1/q

a0

ak

∣

∣

∣

∣

∣

∣

1/k

(2.1)

and

r′
2 = max

1≤k≤n

∣

∣

∣

∣

∣

n1/q

λ
1/p
k

an−k

an

∣

∣

∣

∣

∣

1/k

.(2.2)

Remark 2.1. If for all 1 ≤ k ≤ n, we take ♣λk♣ = 1/n, then by using 1/p + 1/q = 1, we
have from Theorem 2.1

r′
1 = min

1≤k≤n

∣

∣

∣

∣

1

n1/pn1/q

a0

ak

∣

∣

∣

∣

1/k

= min
1≤k≤n

∣

∣

∣

∣

1

n

a0

ak

∣

∣

∣

∣

1/k

and

r′
2 = max

1≤k≤n

∣

∣

∣

∣

n
an−k

an

∣

∣

∣

∣

1/k

,

which is similar to the bounds of Theorem 1.5 with ♣λk♣ = 1/n, 1 ≤ k ≤ n, but by
Theorem 2.8 of Dalal and Govil [7], it is easy to see that if ♣λk♣ < 1/n, 1 ≤ k ≤ n, then
Theorem 2.1 always gives a better bound than Theorem 1.5. Although, we are not
able to prove analytically that whether any condition required over the coefficients of
a polynomial or not, but with the help of MATLAB, we construct 1 million random
polynomials, without any condition on coefficients, with different degrees, random λk,
with ♣λk♣ < 1/n, and random p > 1, q > 1, with 1/p + 1/q = 1, and that shows the
bounds of our Theorem 2.1 is always better than Theorem 1.5. For reference, a result
of a 30th degree polynomial has been shown in Figure 2.1 below.

Remark 2.2. Let r be the positive root of the equation

(2.3) znp♣an♣p − z(n−1)pnp/q♣an−1♣p − · · · − zpnp/q♣a1♣p − np/q♣a0♣p = 0.
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Figure 1. Comparison of bounds of Theorem 2.1 and Theorem 1.5

Therefore, we have

(2.4)

{

∣

∣

∣

∣

a0

an

∣

∣

∣

∣

p np/q

rnp
+
∣

∣

∣

∣

a1

an

∣

∣

∣

∣

p np/q

r(n−1)p
+ · · · +

∣

∣

∣

∣

an−1

an

∣

∣

∣

∣

p np/q

rp

}

= 1.

If we take

(2.5) λk =
∣

∣

∣

∣

an−k

an

∣

∣

∣

∣

p np/q

rkp
, k = 1, 2, . . . , n,

the equality (2.4) yields

(2.6)
n
∑

k=1

♣λk♣ = 1.

Now, Theorem 2.1 implies that

r2 = max
1≤k≤n

{

n1/q

♣λk♣1/p

∣

∣

∣

∣

an−k

an

∣

∣

∣

∣

}1/k

= r.

Hence, it follows that all the zeros of a polynomial P (z) lie in ♣z♣ ≤ r, where r is the
positive root of the equation (2.3). This generalizes Theorem 1.2 due to Cauchy [4],
which is fairly deduced by our Theorem 2.1. The lower bound can be obtained in a
similar way. Taking q → +∞ (p → 1), this result reduces to Theorem 1.2.

Table 1 represents corollaries using some of the existing identities. The left column
of the table contains the identities used in place of ♣λk♣ in Theorem 2.1 and the right
column shows the extension of corresponding existing results. So many other results
can be obtained using different identities.

Remark 2.3. By (2.5) and (2.6), one can see that the best possible result

this direction comes when D′
r1

:= 1 −
(

∑n
k=1

∣

∣

∣

ak

a0

∣

∣

∣

p
np/qrkp

1

)1/p
= 0 and
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Table 1. Corollaries

♣λk♣ Existing Results

1. 2n−k3kFkC(n,k)
F4n

, Fk is the kth Fibonacci number Theorem 1.3 of [9]

2. C(n,k)
2n−1

, C(n, k) are the Binomial coefficients Theorem 1.4 of [12]

3.
C(n,k)AkBk

j (bBj−1)n−k

Ajn
Theorem 2 of [10]

4. Lk

Ln+2−3
, Lk is kth Lucas number Corollary 2.1 of [5]

5. Ck−1Cn−k

Cn
, Ck is the kth Catalan number Corollary 2.2 of [5]

D′
r2

:= 1 −
(

∑n
k=1

∣

∣

∣

an−k

an

∣

∣

∣

p
np/q

rkp
2

)1/p

= 0. But, this result is implicit in the sense that in

order to find the annulus containing all the zeros of a polynomial, we need to compute
the roots of another associated equation (2.3). Our Theorem 2.1 provide a family
of annuli that contains all the zeros of a polynomial based only on the polynomial
coefficients.

Our next result improves upon any bound r1, r2 obtainable from any of the above
mentioned results if D′

r1
> 0 and D′

r2
> 0.

Theorem 2.2. Let λ1, λ2, . . . , λn be any set of n real or complex numbers such that
∑n

k=1 ♣λk♣ ≤ 1. If r1 and r2 be any positive numbers such that D′
r1

≥ 0 and D′
r2

≥ 0,

then for p and q such that p > 1, q > 1, 1
p

+ 1
q

= 1, the non-constant polynomial

P (z) =
∑n

k=0 akzk, ak ≠ 0, 1 ≤ k ≤ n, has all its zeros lie in the annulus C =
¶z : r′′

1 ≤ ♣z♣ ≤ r′′
2♢, where

r′′
1 = min

1≤k≤n



rk
1 + D′

r1

∣

∣

∣

∣

∣

∣

λ
1/p
k

n1/q

a0

ak

∣

∣

∣

∣

∣

∣





1/k

(2.7)

and

r′′
2 = max

1≤k≤n



r−k
2 + D′

r2

∣

∣

∣

∣

∣

∣

λ
1/p
k

n1/q

an

an−k

∣

∣

∣

∣

∣

∣





−1/k

.(2.8)

Remark 2.4. (a) Since, it is clear that r′′
1 ≥ r1 and r′′

2 ≤ r2 therefore the Theorem 2.2
always gives bound sharper than any of the bound that has been obtained in terms
of r1 and r2.

(b) In order to obtain better and better bound, Theorem 2.2 can be applied multiple
times by substituting newly computed r′′

1 and r′′
2 as r1 and r2 in the formula, and

making corresponding substitutions in D′
r1

and D′
r2

respectively and this has been
shown in Section 4.

If we take q → +∞ (p → 1) in the above Theorem 2.2 with limq→+∞ D′
r1

=

1 − ∑n
k=1

∣

∣

∣

ak

a0

∣

∣

∣ rk
1 =: Dr1

and limq→+∞ D′
r2

= 1 − ∑n
k=1

∣

∣

∣

an−k

an

∣

∣

∣

1
rk

2

=: Dr2
, we get the

following corollary, which in particular gives a result due to Dalal and Govil [6].
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Corollary 2.1. Let λ1, λ2, . . . , λn are any set of n real or complex numbers such that
∑m

k=1 ♣λk♣ ≤ 1. If r1 and r2 be any positive numbers such that Dr1
≥ 0 and Dr2

≥ 0,

then the non-constant polynomial P (z) =
∑n

k=0 akzk, ak ̸= 0, 1 ≤ k ≤ n, has all its

zeros lie in the annulus C = ¶z : r′′
1 ≤ ♣z♣ ≤ r′′

2♢, where

r′′
1 = min

1≤k≤n

(

rk
1 + Dr1

∣

∣

∣

∣

λk
a0

ak

∣

∣

∣

∣

)1/k

(2.9)

and

r′′
2 = max

1≤k≤n

(

r−k
2 + Dr2

∣

∣

∣

∣

∣

λk
an

an−k

∣

∣

∣

∣

∣

−1/k

.(2.10)

3. Proof of the Theorems

Proof of Theorem 2.1. Proof of Theorem 2.1 follows on the same lines of Theorem 2.2,
therefore we omit the details. □

Proof of Theorem 2.2. If a0 = 0, then r′
1 = 0 which implies r′′

1 = r′
1 = 0. Therefore,

without loss of generality, we can suppose that a0 ̸= 0. Let z be such that ♣z♣ < r′′
1 .

Then we have

♣P (z)♣ ≥ ♣a0♣ −
∣

∣

∣

∣

∣

n
∑

k=1

akzk

∣

∣

∣

∣

∣

≥ ♣a0♣ −
n
∑

k=1

♣ak♣ ♣z♣k > ♣a0♣ −
n
∑

k=1

♣ak♣ (r′′
1)k

= ♣a0♣


1 −
n
∑

k=1

∣

∣

∣

∣

ak

a0

∣

∣

∣

∣

(r′′
1)k

]

.(3.1)

Now, from (2.7), we get

∣

∣

∣

∣

ak

a0

∣

∣

∣

∣

(r′′
1)k ≤

∣

∣

∣

∣

ak

a0

∣

∣

∣

∣

rk
1 + D′

r1

♣λk♣1/p

n1/q
, for k = 1, 2, . . . , n.(3.2)

Substituting (3.2) in (3.1), and using Hölder inequality (1.3), we obtain

♣P (z)♣ > ♣a0♣


1 −
n
∑

k=1

∣

∣

∣

∣

ak

a0

∣

∣

∣

∣

rk
1 −

n
∑

k=1

D′
r1

♣λk♣1/p

n1/q





≥ ♣a0♣


1 − n1/q

(

n
∑

k=1

∣

∣

∣

∣

ak

a0

∣

∣

∣

∣

p

rkp
1

1/p

− D′
r1

(

n
∑

k=1

♣λk♣
1/p





= ♣a0♣


D′
r1

− D′
r1

(

m
∑

k=1

♣λk♣
1/p





= ♣a0♣ D′
r1



1 −
(

m
∑

k=1

♣λk♣
1/p



 ≥ 0,

as
∑m

k=1 ♣λk♣ ≤ 1, and consequently P (z) does not have any zero in ♣z♣ < r′′
1 .
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To prove the second part of the theorem, we shall use the first part. Consider the
polynomial

Q(z) = znP
(

1

z

)

= a0z
n + a1z

n−1 + · · · + an−1z + an.

By the first part of the theorem, all the zeros of the polynomial Q(z) lie in

♣z♣ ≥ min
1≤k≤n





1

rk
2

+
D′

r2
♣λk♣1/p

n1/q

∣

∣

∣

∣

∣

an

an−k

∣

∣

∣

∣

∣





1/k

= min
1≤k≤m

1
(

r−k
2 +

D′

r2
♣λk♣1/p

n1/q

∣

∣

∣

an

an−k

∣

∣

∣

)−1/k

=
1

max
1≤k≤m



r−k
2 +

D′
r2

♣λk♣1/p

n1/q

∣

∣

∣

∣

∣

an

an−k

∣

∣

∣

∣

∣





−1/k
=

1

r′′
2

.

Replacing z by 1
z

and observing that P (z) = znQ
(

1
z

)

, we conclude that all the zeros

of P (z) lie in

♣z♣ ≤ r′′
2 = max

1≤k≤m



r−k
2 +

D′
r2

♣λk♣1/p

n1/q

∣

∣

∣

∣

∣

an

an−k

∣

∣

∣

∣

∣





−1/k

,

and (2.8) is thus established. □

4. Numerical Experiments

By Figure 2.1, it is easy to see that for any random polynomial, random sequence
of λk,

∑n
k=0 ♣λk♣ < 1/n, 1 ≤ k ≤ n and random p > 1, q > 1, with 1/p + 1/q = 1, our

Theorem 2.1 always gives better bounds than Theorem 1.5. Here, we construct an
example of a polynomial in order to compare our results, Theorems 2.1 and 2.2, with
Theorem 1.5.

Example 4.1. Let P (z) = z4 + 0.01z3 + 0.1z2 + 0.2z + 0.4.

Table 2. Comparison of Annuli (Theorem 2.2 applying again to P (z)
using the bounds r1 = 0.5187 and r2 = 1.0628)

Result r1 r2 Area of annulus
Theorem 1.5 0.2847 1.1647 4.0070
Theorem 2.1 0.4343 1.1345 3.4509
Theorem 2.2 0.5187 1.0628 2.7033
Theorem 2.2 0.5539 1.0442 2.4615
Actual bound 0.7412 0.8532 0.5610
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In Table 2, we first apply Theorems 1.5 and 2.1 to P (z) using the random sequence
λk,

∑n
k=0 ♣λk♣ < 1/n and random p > 1, q > 1, with 1/p + 1/q = 1. We see that

Theorem 2.1 gives sharper bounds than Theorem 1.5. We then apply Theorem 2.2 to
P (z) using the same sequence of λk, p, q and the radii r1 = 0.4343 and r2 = 1.1345,
and we obtain better bounds than Theorem 2.1. Applying again Theorem 2.2 to P (z)
using the radii r1 = 0.5187 and r2 = 1.0628 of Theorem 2.2, we get new bounds
r′′

1 = 0.5539 and r′′
2 = 1.0442, which are more closer to the actual radii of the annulus

that contains all the zeros of P (z).

Acknowledgements. The authors are extremely grateful to the referee for his valu-
able suggestions.
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SOME RESULTS ON POST-WIDDER OPERATORS PRESERVING

TEST FUNCTION xr

VIJAY GUPTA1 AND GANCHO TACHEV2

Abstract. In the present paper, we consider Post-Widder operators and its modi-
fied form which preserve the test function xr, r ∈ N. We estimate direct results in
terms of modulus of continuity for the modified operators. Also, some estimates
for polynomially bounded functions and linear combinations are considered. Our
estimates improve in some sense the previous results for the original Post-Widder
operators.

1. Introduction

The Post-Widder operators for n ∈ N and x > 0 considered by Widder [18] is
defined by

Pn(f, x) =
1

n!

(
n

x

)n+1
∞∫

0

tn e− nt
x f(t) dt.(1.1)

These operators preserve constant functions only. The q analogue of these operators
was recently studied by Aydin et al. [3]. Earlier Rathore and Singh [15] (also for
related results see [9]) established an asymptotic formula, and deduced inverse and
saturation theorems in simultaneous approximation. They considered a parameter p
and defined the operators in following way

P p
n(f, x) =

1

(n + p)!

(
n

x

)n+p+1
∞∫

0

tn+p e− nt
x f(t) dt.

Key words and phrases. Post-Widder operators, exponential functions, moments, polynomially
bounded functions, linear combinations.
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The special case p = 0 provides the operator (1.1) and for p = −1, these operators
reduce to the operators due to May [13], which preserve the linear functions and
considered earlier in the book of Ditizian and Totik [5], by Li and Wang in [12], also
in the papers of Draganov and Ivanov [6, 7]. Rempulska and Skorupka in [16] further
modified the Post-Widder operators of the form considered by May [13] in order to
preserve the test function e2, where er(x) = xr. It was observed in [16] that the
modified form provide better approximation results over the form of [13], but in that
case the modified form loses the preservation of test function e1. It may be observed
that at a time only two preservations can be made either constant and e1 or constant
and the function er, r > 1, r ∈ N. Here we deal with the modification of Post-Widder
operators which preserve constants and er, r ∈ N.

Following [16], the r-th order moment µPn
r (x) = Pn(er, x), where er(t) = tr, r ∈

N ∪ ¶0♢ are given by

Pn(er, x) =
1

n!

(
n

x

)n+1
∞∫

0

tne− nt
x trdt =

1

n!

(
n

x

)n+1
∞∫

0

tn+re− nt
x dt.

Put nt/x = u implying (n/x)dt = du, thus

Pn(er, x) =
1

n!

(
n

x

)n+1
∞∫

0

(
x

n

)n+r+1

un+re−udu

=
1

n!

(
x

n

)r

Γ(n + r + 1)

=
1

n!

(
x

n

)r

(n + r)!

=
(n + r)(n + r − 1) · · · (n + 1)n!

n!
· xr

nr
=

(n + 1)rx
r

nr
,

where (n)r = n(n + 1)(n + 2) · · · (n + r − 1).

µPn
r (x) =

(n + 1)rx
r

nr
,(1.2)

with (n)0 = 1. If the central moments are denoted by T Pn
m (x) = Pn((t − x)m, x), then

T Pn
1 (x) =

x

n
,

T Pn
2 (x) =

(n + 2)x2

n2
.

From the results given in [5, Ch. 9], denoting the space of all real valued continuous
and bounded functions on (0, ∞) by CB(0, ∞) for every f ∈ CB(0, ∞) and δ > 0
there holds

♣f(t) − f(x)♣ ≤ ω(f, δ)

(
♣t − x♣

δ
+ 1

)
,
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where ω(f, ·) is the first order modulus of continuity of f defined by

ω(f, δ) = sup
0<h≤δ,x≥0

♣f(x + h) − f(x)♣.

Thus,

♣Pn(f, x) − f(x)♣ ≤ 1

n!

(
n

x

)n+1
∞∫

0

tne− nt
x ♣f(t) − f(x)♣dt

≤ 1

n!

(
n

x

)n+1
∞∫

0

tn e− nt
x ω(f, δ)

(
♣t − x♣

δ
+ 1

)
dt

≤ω(f, δ)




√
T Pn

2 (x)

δ
+ 1


 .

Choosing δ =
√

T Pn
2 (x), we immediately get

♣Pn(f, x) − f(x)♣ ≤ 2ω

(
f,

√
n + 2

n
x

)
.(1.3)

2. Modified Post-Widder Operators Preserving er

Let us consider that the Post-Widder operators preserve the test function xr, r ∈ N,
then we start with the following form

P̃n,r(f, x) =
1

n!

(
n

an,r(x)

)n+1 ∞∫

0

tne
− nt

an,r(x) f(t)dt.(2.1)

Here P̃n,r preserves constants for any positive function an,r(x). Then

xr = P̃n,r(er, x) =
1

n!

(
n

an,r(x)

)n+1 ∞∫

0

tn+re
− nt

an,r(x) dt

=
(n + r)!

n!

(
an,r(x)

n

)r

= (n + 1)r

(
an,r(x)

n

)r

,

implying

an,r(x) =
nx

((n + 1)r)1/r
.(2.2)

Thus, our modified operators P̃n,r, r ∈ N, x ∈ (0, ∞), take the following form

P̃n,r(f, x) =
∫ ∞

0
kn(x, t)f(t)dt,

where

kn(x, t) =
1

n!


((n + 1)r)

1/r

x




n+1

tne− t
x

((n+1)r)1/r

,
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with P̃n,r(f, 0) = f(0) which preserve the function xr and the constant function.
Following (1.2), the m-th order moments are given by

P̃n,r(em, x) =
(n + 1)m(an,r(x))m

nm
=

(n + 1)m

((n + 1)r)m/r
xm.

Lemma 2.1. The first few images of monomials are given by

P̃n,r(e0, x) =1,

P̃n,r(e1, x) =
(n + 1)

((n + 1)r)1/r
x,

P̃n,r(e2, x) =
(n + 1)(n + 2)

((n + 1)r)2/r
x2.

Remark 2.1. We may point out here that when r = 1, then the operator P̃n,1 preserves
constant as well as linear functions. When r = 2 these preserve constant and test
function x2.

Lemma 2.2. If we denote the central moment as T P̃n,r
m (x) = P̃n,r((t − x)m, x), then

we have the following recurrence relation:

T
P̃n,r

m+1(x) =
x2

((n + 1)r)1/r
[T P̃n,r

m (x)]′ +

[
(n + 1)

((n + 1)r)1/r
− 1

]
xT P̃n,r

m (x) +
mx2T

P̃n,r

m−1(x)

((n + 1)r)1/r
.

In particular

T
P̃n,r

1 (x) =

[
(n + 1)

((n + 1)r)1/r
− 1

]
x,

T
P̃n,r

2 (x) =

[
(n + 1)2

((n + 1)r)2/r
− 2

(n + 1)

((n + 1)r)1/r
+ 1

]
x2,

T
P̃n,r

4 (x) =

[
(n + 1)4

((n + 1)r)4/r
− 4

(n + 1)3

((n + 1)r)3/r
+ 6

(n + 1)2

((n + 1)r)2/r
− 4

(n + 1)

((n + 1)r)1/r
+ 1

]
x4,

T
P̃n,r

6 (x) =

[
(n + 1)6

((n + 1)r)6/r
− 6

(n + 1)5

((n + 1)r)5/r
+ 15

(n + 1)4

((n + 1)r)4/r

− 20
(n + 1)3

((n + 1)r)3/r
+ 15

(n + 1)2

((n + 1)r)2/r
− 6

(n + 1)

((n + 1)r)1/r
+ 1

]
x6.

For any r ∈ N we have T P̃n,r
m (x) = O(n−[(m+1)/2]).

Proof. The kernel kn(x, t) of our modified operators P̃n,r, satisfy the following identity

x2 ∂

∂x
kn(x, t) = [(((n + 1)r)

1/r)t − (n + 1)x]kn(x, t),
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we have

x2[T P̃n,r
m (x)]′ =

∫ ∞

0
x2[kn(x, t)]′x(t − x)mdt − mx2T

P̃n,r

m−1(x)

=
∫ ∞

0

[
((n + 1)r)

1/rt − (n + 1)x
]

kn(x, t)(t − x)mdt − mx2T
P̃n,r

m−1(x)

=((n + 1)r)
1/rT

P̃n,r

m+1(x) +
[
((n + 1)r)

1/r − (n + 1)
]

xT P̃n,r
m (x)

− mx2T
P̃n,r

m−1(x).

This completes the proof of recurrence relation. From recurrence relation by induction

on m, it is easy to verify that the magnitude of the central moments satisfy T P̃n,r
m (x) =

O(n−[(m+1)/2]) for any r ∈ N. The other consequences follow from the recurrence
relation. □

We have the following observations for our modified operator, corresponding to the
estimate (1.3).

Let us suppose that the operators preserve the test functions e1, e2, e3, e4 respectively,
then, by Lemma 2.2 for every continuous and bounded function f on (0, ∞), we have
the following estimates:

♣P̃n,1(f, x) − f(x)♣ ≤ 2ω

(
f,

x√
n + 1

)
,(2.3)

♣P̃n,2(f, x) − f(x)♣ ≤ 2ω


f,

√
2

√√√√√


1 −

√
n + 1

n + 2


x


 ,(2.4)

♣P̃n,3(f, x) − f(x)♣

≤2ω


f,

√√√√
(

[(n + 1)(n + 2)]1/3

(n + 3)2/3
− 2

(n + 1)2/3

[(n + 2)(n + 3)]1/3
+ 1

)
x


 ,(2.5)

♣P̃n,4(f, x) − f(x)♣

≤2ω


f,

√√√√
(

[(n + 1)(n + 2)]1/2

[(n + 3)(n + 4)]1/2
− 2

(n + 1)3/4

[(n + 2)(n + 3)(n + 4)]1/4
+ 1

)
x


 .(2.6)

If we compare the above results, with the estimate (1.3), we find that the error
becomes smaller and monotonically decreasing for n ∈ N, x ∈ (0, ∞), till the preser-
vation of the test function e3 as the following is true for second order moments:

√
n + 2

n
≥ 1√

n + 1
≥

√
2

√√√√√


1 −

√
n + 1

n + 2




>

√√√√
(

[(n + 1)(n + 2)]1/3

(n + 3)2/3
− 2

(n + 1)2/3

[(n + 2)(n + 3)]1/3
+ 1

)
,
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Table 1. Table for approximation

n

√
T

P̃n,1

2 (x)

√
T

P̃n,2

2 (x)

√
T

P̃n,3

2 (x)

√
T

P̃n,4

2 (x)

5 0.408248x 0.385175x 0.378018x 0.381509x
15 0.250000x 0.244367x 0.242538x 0.243903x
25 0.196116x 0.193356x 0.192451x 0.193203x
35 0.166667x 0.164961x 0.164399x 0.164890x
40 0.156174x 0.154767x 0.154303x 0.154716x
75 0.114708x 0.114147x 0.113961x 0.114135x

10000 0.0099995x 0.00999913x 0.0099990x 0.00999913x

but for higher order preservation of test function for example preservation of test
function e4, one can not have better approximation, which is also shown in the above
table. Although the convergence takes places in all the cases for n sufficiently large.

We prove below the direct estimate for the modified operators which preserve er.
Let πr denote the space of all algebraic polynomials of degree r and suppose CB(0, ∞)
is the space of all continuous and bounded functions on (0, ∞) endowed with the norm
∥f∥ = sup¶♣f(x)♣ : x ∈ (0, ∞)♢. Further let us consider the following K-functional:

K2(f, δ) = inf
g∈C2

B(0,∞)
¶∥f − g∥ + δ∥g′′∥♢,

where δ > 0 and C2
B(0, ∞) = ¶g ∈ CB(0, ∞) : g′, g′′ ∈ CB(0, ∞)♢.

Theorem 2.1. Let f ∈ CB(0, ∞), then for r ∈ N we have

∣∣∣P̃n,r(f, x) − f(x)
∣∣∣ ≤ Cω2

(
f,
√

δn,r

)
+ ω

(
f,

∣∣∣∣∣
(n + 1)

((n + 1)r)1/r
− 1

∣∣∣∣∣ x
)

,

where C is a positive constant and δn,r is given as

δn,r =

[
(n + 1)(2n + 3)

((n + 1)r)2/r
− 4(n + 1)

((n + 1)r)1/r
+ 2

]
x2.

Proof. We introduce the auxiliary operators Pn,r : CB(0, ∞) → CB(0, ∞) as follows

Pn,r(f, x) = P̃n,r(f, x) − f

(
(n + 1)x

((n + 1)r)1/r

)
+ f(x).(2.7)

These are linear operators and preserve linear functions. As by Lemma 2.1 and the
positivity of P̃n,r(t, x), we have

Pn,r(t, x) =P̃n,r(t, x) − (n + 1)x

((n + 1)r)1/r
+ x =

(n + 1)x

((n + 1)r)1/r
− (n + 1)x

((n + 1)r)1/r
+ x = x.

Let g ∈ C2
B(0, ∞) and x, t ∈ (0, ∞). By Taylor’s formula, we have

g(t) = g(x) + (t − x)g′(x) +
∫ t

x
(t − u)g′′(u)du.
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Then using Lemma 2.2 and by positivity of P̃n,r, we have

♣Pn,r(g, x) − g(x)♣ =
∣∣∣∣Pn,r

(∫ t

x
(t − u)g′′(u)du, x

)∣∣∣∣

=

∣∣∣∣∣P̃n,r

(∫ t

x
(t − u)g′′(u)du, x

)

−
∫ (n+1)x

((n+1)r)1/r

x

(
(n + 1)x

((n + 1)r)1/r
− u

)
g′′(u)du

∣∣∣∣∣

≤

T

P̃n,r

2 (x) +

(
(n + 1)x

((n + 1)r)1/r
− x

)2

 ♣♣g′′♣♣

:=δn,r♣♣g′′♣♣.(2.8)

Next, by (2.7) and from Lemma 2.1, we have

♣Pn,r(f, x)♣ ≤ P̃n,r(1, x)♣♣f ♣♣ + 2♣♣f ♣♣ ≤ 3♣♣f ♣♣.(2.9)

Using (2.7), (2.8) and (2.9), we have
∣∣∣P̃n,r(f, x) − f(x)

∣∣∣ ≤ ♣Pn,r(f − g, x) − (f − g)(x)♣ + ♣Pn,r(g, x) − g(x)♣

+

∣∣∣∣∣f
(

(n + 1)x

((n + 1)r)1/r

)
− f(x)

∣∣∣∣∣

≤4♣♣f − g♣♣ + δn,r♣♣g′′♣♣ +

∣∣∣∣∣f
(

(n + 1)x

((n + 1)r)1/r

)
− f(x)

∣∣∣∣∣

≤C ¶♣♣f − g♣♣ + δn,r♣♣g′′♣♣♢ + ω

(
f,

∣∣∣∣∣
(n + 1)x

((n + 1)r)1/r
− x

∣∣∣∣∣

)
.

Finally, if we take the infimum over all g ∈ C2
B(0, ∞), and using the inequality due

to Gonska [8], K2(f, δ) ≤ Cω2(f,
√

δ), δ > 0, we get at once the desired result. □

Corollary 2.1. Let f ∈ π1 + CB(0, ∞). Then

∣∣∣P̃n,1(f, x) − f(x)
∣∣∣ ≤ Cω2


f,

x
√

(n + 1)


 ,

where C is certain positive constant.

Let us consider

B2 (0, ∞) :=
{
f : f ∈ C(0, ∞) → R and ♣f (x)♣ ≤ C(f)

(
1 + x2

)}
,

where C(f) is a positive constant depending only on f and we denote C2 (0, ∞) =
C (0, ∞) ∩ B2 (0, ∞) , by C∗

2 (0, ∞), we denote the subspace of all f ∈ C2 (0, ∞) for

which lim
x→∞

f(x)
1+x2 < ∞. The weighted modulus of continuity Ω (f, δ) defined on infinite
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interval R+ (see [11]) is defined as

Ω (f, δ) = sup
♣h♣<δ, x∈R+

♣f (x + h) − f (x)♣
(1 + h2 + x2 + h2x2)

, for each f∈C2 (0, ∞) .

We now estimate the following quantitative Voronovskaja-type asymptotic formula.

Theorem 2.2. Let f ′′ ∈ C∗
2 (0, ∞) and r ∈ N. Then for x > 0, we have

∣∣∣∣∣P̃n,r(f, x) − f (x) −
[

(n + 1)

((n + 1)r)1/r
− 1

]
xf ′(x)

−
[

(n + 1)2

((n + 1)r)2/r
− 2

(n + 1)

((n + 1)r)1/r
+ 1

]
x2

2
f ′′ (x)

∣∣∣∣∣

≤C
(
1 + x2

)
Ω
(
f ′′, n−1/2

) [
T

P̃n,r

2 (x) + n2 T
P̃n,r

6 (x)

]
,

where C is certain absolute constant.

Proof. By Taylor’s expansion,

f(t) =
2∑

i=0

(t − x)i f
(i)(x)

i!
+ h (t, x) (t − x)2,

where

h (t, x) :=
f ′′ (η) − f ′′ (x)

2
,

we have

P̃n,r(f, x) − f(x) =P̃n,r ((f(t) − f(x), x)

=T
P̃n,r

1 (x)f ′(x) +
T

P̃n,r

2 (x)

2
f ′′(x) + P̃n,r

(
h (t, x) (t − x)2, x

)
,

and h is a continuous function which vanishes at 0 and η lies between x and t.
Proceeding along the lines of [1, Theorem 2], we have

P̃n,r

(
♣h (t, x)♣ (t − x)2 , x

)
≤ C

(
1 + x2

)
Ω (f ′′, δ)

(
T

P̃n,r

2 (x) +
1

δ4
T

P̃n,r

6 (x)
)

.

Finally, using Lemma 2.2 and choosing δ = 1√
n
, we get the desired result. □

Corollary 2.2. Let f ′′ ∈ C∗
2 (0, ∞) , then for x > 0, we have

∣∣∣∣∣P̃n,1(f, x) − f (x) − x2

2(n + 1)
f ′′ (x)

∣∣∣∣∣

≤C
(
1 + x2

)( x2

(n + 1)
+

n2x6

(n + 1)5
(5n2 + 160n + 265)

)
Ω
(
f ′′, n−1/2

)
,

where C is certain absolute constant.
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3. Estimates for Polynomially Bounded Functions

In this section, we are going to extend our point wise estimates for unbounded
functions defined on (0, ∞) and having polynomial growth of order greater than 2. In
recent years several authors in [2,4,17] and [14] have studied such problems. We recall
that in Section 4, we used Ω(f ; δ) appropriate for functions with polynomial growth
of order at most 2. To overcome this R. Pǎltǎnea introduced in [14] the weighted
modulus ωϕ(f ; h) defined as

ωϕ(f ; h) = sup


♣f(x) − f(y)♣ : x ≥ 0, y ≥ 0, ♣x − y♣ ≤ hφ
(

x + y

2

)}
, h ≥ 0,

where φ(x) =
√

x
1+xm , x ∈ (0, ∞), m ∈ N, m ≥ 2. We consider here those functions, for

which we have the property

lim
h→0

ωϕ(f ; h) = 0.

It is easy to verify that this property is fulfilled for f an algebraic polynomial of
degree less than or equal to m. This follows from Theorem 2 in [14], which states that
limh→0 ωϕ(f ; h) = 0 whenever the function f ◦ e2 is uniformly continuous on (0, 1] and
the function f ◦ ev, v = 2

2m+1
is uniformly continuous on [1, ∞), where ev(x) = xv,

x ≥ 0. Let us denote by Wϕ(0, ∞) the subspace of all real functions defined on (0, ∞),
for which the two conditions mentioned above hold true. In [17] we studied positive
linear operators Ln : E → C(0, ∞), where E is a subspace of C(0, ∞), such that
Ck(0, ∞) ⊂ E with k = max¶m + 3, 6, 2m♢ and

Ck(0, ∞) = ¶f ∈ C(0, ∞) exists M > 0 : ♣f(x)♣ ≤ M(1+xk) for all x > 0♢, k ∈ N.

One of main results of [17] which we are going to apply for P̃n,r is the following
quantitative estimate in terms of weighted modulus ωϕ(f ; h) (see [17, Theorem 2.2]).

Theorem 3.1 (Theorem A). Let Ln : E → C(0, ∞), Ck(0, ∞) ⊂ E, k = max¶m +
3, 6, 2m♢ be sequence of linear positive operators, preserving the linear functions. If

f ∈ C2(0, ∞) ∩ E and f ′′ ∈ Wϕ(0, ∞), then we have for x ∈ (0, ∞) that
∣∣∣∣Ln(f, x) − f(x) − 1

2
f ′′(x)µL

n,2(x)
∣∣∣∣

≤1

2


µL

n,2(x) +
√

2

√√√√√Ln



[
1 +

(
x +

♣t − x♣
2

)m]2

; x





ωϕ


f ′′;

(
µL

n,6

x

)1/2

 .(3.1)

Here µL
n,k(x) = Ln((t − x)k, x) is the k-th order central moment of Ln.

We point out here that the statement in Theorem A can be extended for positive
linear operators which don’t preserve linear functions what we need in this case is to
add the term µL

n,1(x)f ′(x) in the left side of (3.1). As an application of Theorem A,
we have the following result for modified Post-Widder operators.
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Theorem 3.2. Let P̃n,r : E → C(0, ∞), Ck(0, ∞) ⊂ E, k = max¶m + 3, 6, 2m♢,

be the sequence of linear positive operators, preserving the test function er. If f ∈
C2(0, ∞) ∩ E and f ′′ ∈ Wϕ(0, ∞), then we have for x ∈ (0, ∞) that

∣∣∣∣∣P̃n,r(f, x) − f(x) −
[

(n + 1)

((n + 1)r)1/r
− 1

]
xf ′(x)(3.2)

− x2

2
f ′′(x)

[
(n + 1)2

((n + 1)r)2/r
− 2

(n + 1)

((n + 1)r)1/r
+ 1

]∣∣∣∣∣

≤1

2

[(
(n + 1)2

((n + 1)r)2/r
− 2

(n + 1)

((n + 1)r)1/r
+ 1

)
x2(3.3)

+
√

2

√√√√√P̃n,r



[
1 +

(
x +

♣t − x♣
2

)m]2

; x







× ωϕ

(
f ′′;

([
(n + 1)6

((n + 1)r)6/r
− 6

(n + 1)5

((n + 1)r)5/r
+ 15

(n + 1)4

((n + 1)r)4/r

− 20
(n + 1)3

((n + 1)r)3/r
+ 15

(n + 1)2

((n + 1)r)2/r
− 6

(n + 1)

((n + 1)r)1/r
+ 1

]
x5

)1/2)
.

We observe that the argument of ωϕ(f ′′; δ) in above theorem is of order δ = O(n−3/2),
n → ∞.

Corollary 3.1. Under the assumption of above theorem, if the operators preserve test

function e1, then we have
∣∣∣∣∣P̃n,1(f, x) − f(x) − x2

2(n + 1)
f ′′(x)

∣∣∣∣∣

≤1

2




x2

n + 1
+

√
2

√√√√√P̃n,1



[
1 +

(
x +

♣t − x♣
2

)m]2

; x







× ωϕ

(
f ′′;

([
(n + 2)5

(n + 1)5
− 6

(n + 2)4

(n + 1)4
+ 15

(n + 2)3

(n + 1)3

− 20
(n + 2)2

(n + 1)2
+ 15

(n + 2)

(n + 1)
− 5

]
x5

)1/2)
.

We consider ML
n,k = Ln(♣t − x♣k, x) as the k-th order absolute moments of opera-

tors Ln.
The next main result of [17], which we are going to apply for the operators Pn,r is

the following quantitative variant of Voronovskaja theorem (see [17, Theorem 2.3]).

Theorem 3.3 (Theorem B). Let Ln : E → C(0, ∞), Ck(0, ∞) ⊂ E, k = max¶m +
3, 4♢, be sequence of linear positive operators, preserving the linear functions. If
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f ∈ C2(0, ∞) ∩ E and f ′′ ∈ Wϕ(0, ∞), then we have for x ∈ (0, ∞) that
∣∣∣∣Ln(f, x) − f(x) − 1

2
f ′′(x)µL

n,2(x)
∣∣∣∣

≤1

2

[
µL

n,2(x) +

√
2√
x

µL
n,2(x)Cn,2,m(x)

]
ωϕ


f ′′;

√√√√µL
n,4(x)

µL
n,2(x)


 ,(3.4)

where

Cn,2,m(x) = 1 +
1

ML
n,3(x)

m∑

k=0

(
m

k

)
xm−k ML

n,k+3(x)

2k
.

We suppose for the operators Ln that

ML
n,k

ML
n,3

, 4 ≤ k ≤ m,

is a bounded ratio for fixed x and m, when n → ∞.

Using Cauchy-Schwarz inequality, we have

P̃n,r(♣t − x♣k, x) ≤
√

P̃n,r((t − x)2k, x)

Applying Lemma 2.2, we have

P̃n,r(♣t − x♣k, x) = O(n−k/2), n → ∞,

and so it is easy to observe that Cn,2,m(x) is a bounded term for fixed x and m when
n → ∞. Also as in Theorem A, we point out that the statement in Theorem B
can be extended in a similar way for positive linear operators, which don’t preserve
linear functions. As an application of Theorem B we obtain the following quantitative
asymptotic Voronovskaja theorem for P̃n,r.

Theorem 3.4. Let P̃n,r : E → C(0, ∞), Ck(0, ∞) ⊂ E, k = max¶m + 3, 4♢, be

sequence of linear positive operators, preserving the test function er. If f ∈ C2(0, ∞)∩
E and f ′′ ∈ Wϕ(0, ∞), then we have for x ∈ (0, ∞) that

∣∣∣∣∣∣
P̃n,r(f, x) − f(x) − T

P̃n,r

1 (x)f ′(x) − T
P̃n,r

2 (x)

2
f ′′(x)

∣∣∣∣∣∣

≤T
P̃n,r

2 (x)

2

[
1 +

√
2√
x

Cn,2,m(x)

]
ωϕ


f ′′; x

√√√√√T
P̃n,r

4 (x)

T
P̃n,r

2 (x)


 ,

where

Cn,2,m(x) = 1 +
1

M
P̃n,r

n,3 (x)

m∑

k=0

(
m

k

)
xm−k

M
P̃n,r

n,k+3(x)

2k
.
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Corollary 3.2. If f, f ′′ satisfy the same conditions as in the assumption of Theorem

3.4, then we have for x ∈ (0, ∞) that

lim
n→∞

n[P̃n,r(f, x) − f(x)] = xf ′(x) +
x2

2
f ′′(x).

Corollary 3.3. Under the assumption of above Theorem 3.4, if the operators preserve

test function e1, then we have
∣∣∣∣∣P̃n,1(f, x) − f(x) − x2

2(n + 1)
f ′′(x)

∣∣∣∣∣

≤ x2

2(n + 1)

[
1 +

√
2√
x

Cn,2,m(x)

]
ωϕ


f ′′; x

√
3(n + 3)

n + 1


 .

Our next goal in this section is to obtain estimates in terms of K-functional for
polynomially bounded functions. We recall some notations from [4].

If m ∈ N is fixed we consider the weight

ρ(x) = ρm(x) = (1 + x)−m, x ∈ I ≡ [0, ∞).

The polynomials weighted space associated to ρ is defined by

Cρ(I) = ¶f ∈ C(I) : ♣♣f ♣♣ρ < ∞♢,

where

♣♣f ♣♣ρ = sup
x≥0

ρ(x)♣f(x)♣.

In [4] it was used

ϕ(x) =
√

(1 + ax)(bx + c), a ∈ N0, b > 0, c ≥ 0.

Here we set a = b = c = 1, i.e.,

(3.5) ϕ(x) = 1 + x.

For λ ∈ [0, 1], s = 1, 2, and f ∈ Cρ(I), we consider the K-functional

(3.6) Ks,φλ(f, t)ρ = inf¶♣♣f − g♣♣ρ + ts♣♣ϕλs · g(s)♣♣ρ, g ∈ W ∞
s,λ(ϕ)♢,

where W ∞
s,λ(ϕ)♢ consists of all functions g ∈ Cρ(0, ∞) such that g(s−1) is absolutely

continuous on every finite closed subinterval of (0, ∞) and ♣♣ϕλs · g(s)♣♣ρ < ∞.
One of the main results in [4] is Theorem 1 which we cite here as (see [4, page 1498]).

Theorem 3.5 (Theorem C). For a positive integer m, ρ(x) = (1 + x)−m and ϕ(x) =√
(1 + ax)(bx + c), a ∈ N0, b > 0, c ≥ 0, and for positive linear operator Ln : Cρ(I) →

C(I), we suppose the following conditions:

(i) Ln(e0) = e0;

(ii) there exist a constant C1 and a sequence ¶αn♢, αn → 0, n → ∞, such that

Ln((t − x)2, x) ≤ C1αnϕ2(x);



POST-WIDDER OPERATORS 161

(iii) there exists a constant C2 = C2(m) such that for each m ∈ N

Ln((1 + t)m) ≤ C2(1 + x)m, x ≥ 0;

(iv) there exists a constant C3 = C3(m), such that for each m ∈ N

ρ(x)Ln((t − x)2/ρ(t); x) ≤ C3αnϕ2(x), x ≥ 0.

Then for λ ∈ [0, 1] there exists a constant C4 = C4(m, λ) such that for any f ∈ Cρ(I),
x ∈ I, n ∈ N, one has

(3.7) ρ(x) ♣f(x) − Ln(f ; x)♣ ≤ C4K1,φλ

(
f ;

√
αnϕ1−λ(x)

)

ρ
, x ≥ 0,

where K1,φλ (f ; t)ρ is defined in (3.6) for s = 1.

If in addition Ln(e1) = e1, then there exists a constant C5 = C5(m, λ) such that

(3.8) ρ(x) ♣f(x) − Ln(f ; x)♣ ≤ C5K2,φλ

(
f ;

√
αnϕ1−λ(x)

)

ρ
,

where K2,φλ(f ; t)ρ is the K-functional defined in (3.6) for s = 2.

We apply Theorem C for the modified Post-Widder operators P̃n,r. The condition (i)
is trivial. The condition (ii) follows from the representation of second central moment

T
P̃n,r

2 (x) in Lemma 2.2, with αn = 1
n
. The condition (iii) follows from representation

of P̃n,r(t
k; x) = (n+1)k

((n+1)r)k/r xk obtained in previous section. To verify condition (iv) we

apply Cauchy-Schwarz inequality and, by Lemma 2.2,

(1 + x)−mP̃n,r

(
(t − x)2(1 + t)m; x

)
≤(1 + x)−m

√
P̃n,r ((t − x)4; x)

√
P̃n,r ((1 + t)2m; x)

≤(1 + x)−mC(r)T
P̃n,r

2 (x)
√

C2(m)(1 + x)2m

≤C(r)
√

C2(m)T
P̃n,r

2 (x)

≤C3αnϕ2(x), x ≥ 0,

where we have used condition (iii) and representation of T
P̃n,r

2 in Lemma 2.2. Therefore,
as a consequence from Theorem C, we obtain the following.

Theorem 3.6. Let ρ(x) = (1 + x)−m, m ∈ N, f ∈ Cρ(I), ϕ(x) = 1 + x, r ∈ N, r ≥ 2,

α = 1
n
. Then for λ ∈ [0, 1] we have

(3.9) ρ(x)
∣∣∣P̃n,r(f ; x) − f(x)

∣∣∣ ≤ C(m, λ)K1,φλ

(
f ;

√
αnϕ1−λ(x)

)

ρ
.

For r = 1 we have

(3.10) ρ(x)
∣∣∣P̃n,1(f ; x) − f(x)

∣∣∣ ≤ C(m, λ)K2,φλ

(
f ;

√
αnϕ1−λ(x)

)

ρ
.

Remark 3.1. It is known (see [5]) that the K-functional Ks,φλ(f ; t)ρ is equivalent
to Ditzian-Totik moduli ωs

φλ(f ; t)ρ. In the most important cases λ = 0 (point-wise

Becker-type estimate) and λ = 1 (estimate in norm) we can formulate (3.9) and
(3.10) in terms of ωs

φλ(f ; t)ρ. If we denote by Cρ,∞ the set of all continuous functions
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on (0, ∞) such that ρ(x)f(x) has finite limit as x → ∞, then it can be proved that
limt→0+ ωs

φλ(f ; t)ρ = 0 whenever f ∈ Cρ,∞(0, ∞). For λ = 0 we get from here estimates

(1.3) and (2.3)–(2.6) with some constant C independent of f and n in place of 2.

4. Linear Combinations of Modified Post-Widder Operators

From Corollary 2.1 and Corollary 3.2 we see that bounded continuous functions
f ∈ CB(0, ∞) and also polynomially bounded functions can be approximated by

P̃n,r with order of approximation not greater than O(n−1). To increase the order of

approximation we consider the linear combinations Ln,r of P̃n,r. For more general
settings and recent results for approximation by positive linear operators we refer
the readers to the monograph [9]. Following the idea from [9] we will consider the
following linear combinations

(4.1) Ln,r =
r∑

i=0

αi(n)P̃ni,r,

where ni, i = 0, 1, . . . , are different positive numbers, r ∈ N. Determine αi(n) such
that Ln,rp = p for all p ∈ πr the set of algebraic polynomials of degree less than

or equal to r. This seems to be natural as the operators P̃n,r don’t preserve linear
functions if r ≥ 2. The requirement that each polynomial of degree at most r should
be reproduced leads to the linear system

(4.2) Ln,r(t
k, x) = xk, 0 ≤ k ≤ r.

From the nice representation of the images of monomials obtained in Section 2,
P̃n,r(t

m, x) = (n+1)m

((n+1)r)m/r xm and (4.1), we obtain the system

(4.3)





α0(n) + α1(n) + α2(n) + · · · + αr(n) = 1,
r∑

i=0

αi(n)
(ni + 1)m

((ni + 1)r)m/r
= 1, 1 ≤ m ≤ r.

We observe that if m = r in (4.3), the last equation coincides with the first one. So to
have a unique solution for the coefficients αi(n), we may impose additional condition

(4.4) Ln,r(t
r+1, x) = xr+1.

Then the system (4.3) will have the form

(4.5)





α0(n) + α1(n) + α2(n) + · · · + αr(n) = 1,
r∑

i=0

αi(n)
(ni + 1)m

((ni + 1)r)m/r
= 1, 1 ≤ m ≤ r − 1,

r∑

i=0

αi(n)
(ni + 1)r+1

((ni + 1)r)(r+1)/r
= 1.

Then from (4.5), we observe that all the polynomials of degree up to r + 1 will be
preserved by the combinations Ln,r from (4.1). To obtain the direct estimate for



POST-WIDDER OPERATORS 163

approximation by linear combinations Ln,r, one need two additional conditions

(4.6) n = n0 < n1 < n2 < · · · < nr ≤ An, A = A(r),

(4.7)
r∑

i=0

♣αi(n)♣ ≤ C.

The condition (4.6) guarantees that

(4.8) Ln,r(♣t − x♣r+2, x) = O(n−(r+2)/2), n → ∞
The fact that all polynomials of degree less or equal to r + 1 are preserved allow us
to consider approximating functions f from much larger class than CB(0, ∞), namely
we consider f ∈ πr+1 + CB(0, ∞), where πr+1 is the set of all algebraic polynomials
of degree ≤ r + 1. Then following the same method applied by the authors in [10,
Theorem 4] we arrive at the proof of following theorem.

Theorem 4.1. Let f ∈ πr+1 + CB(0, ∞). Then for every x ∈ (0, ∞) and for C > 0,

n > r and if the coefficients αi(n) and numbers ni, 0 ≤ i ≤ r, satisfy the conditions

(4.5), (4.6) and (4.7), we have

(4.9) ♣Ln,r(f, x) − f(x)♣ ≤ Cωr+2(f, n−1/2).

Corollary 4.1. If f ∈ πr+1 + CB(0, ∞) and f (r+2) ∈ CB(0, ∞), then

(4.10) ♣Ln,r(f, x) − f(x)♣ ≤ Cn−(r+2)/2♣♣f (r+2)♣♣CB(0,∞).

Let us consider the case r = 1. In this case, to determine the coefficients α0(n) and
α1(n) from (4.5), we get





α0(n) + α1(n) = 1,

α0(n)
(n0 + 1)2

(n0 + 1)2
+ α0(n)

(n1 + 1)2

(n1 + 1)2
= 1.

The solution of this system is

(4.11) α0(n) = − n0 + 1

n1 − n0

, α1(n) =
n1 + 1

n1 − n0

.

Obviously α1(n) > 0, α0(n) < 0. According to the conditions (4.6), (4.7), we must
be careful with the choice of α0(n), α1(n). For example, if n0 = n, n1 = 2n, then
(4.11) implies

α0(n) = −1 − 1

n
, α1(n) = 2 +

1

n
,

and (4.7) is satisfied. But if n0 = n and n1 = n + 1, then α0(n) = −(n + 1),
α1(n) = n + 2 and (4.7) is not fulfilled although (4.6) is true.

We observe that linear combinations Ln,1 preserve e0, e1, e2. Therefore, if π2 denotes
the space of all algebraic polynomials of degree 2, we may consider the approximating
functions f to be every f ∈ π2 + CB(0, ∞), which means that we consider f = g + h,
where g ∈ π2 is an arbitrary algebraic polynomial of degree less than or equal to 2
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and g ∈ CB(0, ∞) is an arbitrary bounded continuous function. With α0, α1 defined
in (4.11) we have

Theorem 4.2. Let f ∈ π2 + CB(0, ∞). Then for every C > 0, n > 1, we have the

following:

(4.12) ♣Ln,1(f, x) − f(x)♣ ≤ Cω3(f, n−1/2).

If f ′′′ ∈ CB(0, ∞), then

(4.13) ♣Ln,1(f, x) − f(x)♣ ≤ Cn−3/2♣♣f ′′′♣♣CB(0,∞).

Remark 4.1. We observe that the estimates with linear combinations Ln,r from The-
orem 4.1 and Corollary 4.1 are better than the previous estimates [16, (1.3)], also
from [10]. The reason for this effect is that our modified Post-Widder operators Pn,r

preserve e0 and er.
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