
ISSN 1450-9628

KRAGUJEVAC JOURNAL

OF MATHEMATICS

Volume 46, Number 6, 2022

University of Kragujevac

Faculty of Science



CIP - ✃àòàëîãèçàöè❥à ó ïóáëèêàöè❥è

❮àðîäíà áèáëèîòåêà Ñðáè❥å✱ ➪åîãðàä

51

KRAGUJEVAC Journal of Mathematics / Faculty of Science,
University of Kragujevac ; editor-in-chief Suzana Aleksić
. - Vol. 22 (2000)- . - Kragujevac : Faculty of Science, University
of Kragujevac, 2000- (Belgrade : Donat Graf). - 24 cm

Dvomesečno. - Delimično je nastavak: Zbornik radova Prirodno-
matematičkog fakulteta (Kragujevac) = ISSN 0351-6962. - Drugo
izdanje na drugom medijumu: Kragujevac Journal of Mathematics
(Online) = ISSN 2406-3045
ISSN 1450-9628 = Kragujevac Journal of Mathematics
COBISS.SR-ID 75159042

DOI 10.46793/KgJMat2206

Published By: Faculty of Science
University of Kragujevac
Radoja Domanovića 12
34000 Kragujevac
Serbia
Tel.: +381 (0)34 336223
Fax: +381 (0)34 335040
Email: krag_j_math@kg.ac.rs

Website: http://kjm.pmf.kg.ac.rs

Designed By: Thomas Lampert

Front Cover: Željko Mališić

Printed By: Donat Graf, Belgrade, Serbia
From 2021 the journal appears in one volume and six issues per
annum.

mailto:krag_j_math@kg.ac.rs
http://kjm.pmf.kg.ac.rs


Editor-in-Chief:

• Suzana Aleksić, University of Kragujevac, Faculty of Science, Kragujevac, Serbia

Associate Editors:

• Tatjana Aleksić Lampert, University of Kragujevac, Faculty of Science, Kragujevac,
Serbia

• Ðorđe Baralić, Mathematical Institute of the Serbian Academy of Sciences and Arts,
Belgrade, Serbia

• Dejan Bojović, University of Kragujevac, Faculty of Science, Kragujevac, Serbia
• Bojana Borovićanin, University of Kragujevac, Faculty of Science, Kragujevac,

Serbia
• Nada Damljanović, University of Kragujevac, Faculty of Technical Sciences, Čačak,

Serbia
• Slađana Dimitrijević, University of Kragujevac, Faculty of Science, Kragujevac,

Serbia
• Jelena Ignjatović, University of Niš, Faculty of Natural Sciences and Mathematics,

Niš, Serbia
• Boško Jovanović, University of Belgrade, Faculty of Mathematics, Belgrade, Serbia
• Marijan Marković, University of Montenegro, Faculty of Science and Mathematics,

Podgorica, Montenegro
• Emilija Nešović, University of Kragujevac, Faculty of Science, Kragujevac, Serbia
• Marko Petković, University of Niš, Faculty of Natural Sciences and Mathematics,

Niš, Serbia
• Nenad Stojanović, University of Kragujevac, Faculty of Science, Kragujevac, Serbia
• Tatjana Tomović Mladenović, University of Kragujevac, Faculty of Science, Kragu-

jevac, Serbia

Editorial Board:

• Ravi P. Agarwal, Department of Mathematics, Texas A&M University-Kingsville,
Kingsville, TX, USA

• Dragić Banković, University of Kragujevac, Faculty of Science, Kragujevac, Serbia
• Richard A. Brualdi, University of Wisconsin-Madison, Mathematics Department,

Madison, Wisconsin, USA
• Bang-Yen Chen, Michigan State University, Department of Mathematics, Michigan,

USA
• Claudio Cuevas, Federal University of Pernambuco, Department of Mathematics,

Recife, Brazil
• Miroslav Ćirić, University of Niš, Faculty of Natural Sciences and Mathematics, Niš,

Serbia
• Sever Dragomir, Victoria University, School of Engineering & Science, Melbourne,

Australia



• Vladimir Dragović, The University of Texas at Dallas, School of Natural Sciences
and Mathematics, Dallas, Texas, USA and Mathematical Institute of the Serbian
Academy of Sciences and Arts, Belgrade, Serbia

• Paul Embrechts, ETH Zurich, Department of Mathematics, Zurich, Switzerland
• Ivan Gutman, University of Kragujevac, Faculty of Science, Kragujevac, Serbia
• Nebojša Ikodinović, University of Belgrade, Faculty of Mathematics, Belgrade,

Serbia
• Mircea Ivan, Technical University of Cluj-Napoca, Department of Mathematics,

Cluj- Napoca, Romania
• Sandi Klavžar, University of Ljubljana, Faculty of Mathematics and Physics, Lju-

bljana, Slovenia
• Giuseppe Mastroianni, University of Basilicata, Department of Mathematics, Infor-

matics and Economics, Potenza, Italy
• Miodrag Mateljević, University of Belgrade, Faculty of Mathematics, Belgrade,

Serbia
• Gradimir Milovanović, Serbian Academy of Sciences and Arts, Belgrade, Serbia
• Sotirios Notaris, National and Kapodistrian University of Athens, Department of

Mathematics, Athens, Greece
• Miroslava Petrović-Torgašev, University of Kragujevac, Faculty of Science, Kragu-

jevac, Serbia
• Stevan Pilipović, University of Novi Sad, Faculty of Sciences, Novi Sad, Serbia
• Juan Rada, University of Antioquia, Institute of Mathematics, Medellin, Colombia
• Stojan Radenović, University of Belgrade, Faculty of Mechanical Engineering, Bel-

grade, Serbia
• Lothar Reichel, Kent State University, Department of Mathematical Sciences, Kent

(OH), USA
• Miodrag Spalević, University of Belgrade, Faculty of Mechanical Engineering, Bel-

grade, Serbia
• Hari Mohan Srivastava, University of Victoria, Department of Mathematics and

Statistics, Victoria, British Columbia, Canada
• Marija Stanić, University of Kragujevac, Faculty of Science, Kragujevac, Serbia
• Kostadin Trenčevski, Ss Cyril and Methodius University, Faculty of Natural Sciences

and Mathematics, Skopje, Macedonia
• Boban Veličković, University of Paris 7, Department of Mathematics, Paris, France
• Leopold Verstraelen, Katholieke Universiteit Leuven, Department of Mathematics,

Leuven, Belgium

Technical Editor:

• Tatjana Tomović Mladenović, University of Kragujevac, Faculty of Science, Kragu-
jevac, Serbia



Contents

C. Derbazi Nonlinear Sequential Caputo and Caputo-Hadamard Frac-
tional Differential Equations with Dirichlet Boundary Condi-
tions in Banach Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 841

B. Elavarasan
Y. Bae Jun

Regularity of Semigroups in Terms of Hybrid Ideals and Hy-
brid Bi-Ideals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .857

W. A. Khan On Generalized Lagrange-Based Apostol-type and Related
Polynomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 865

Y. Estaremi On the Composition of Conditional Expectation and Multi-
plication Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 883

R. Ramalakshmi
Km. Kathiresan

Total Absolute Difference Edge Irregularity Strength of
Graphs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 895

K. Y. N. Sayar
A. Bergam

Stability of Cauchy-Jensen Type Functional Equation in
(2, α)-Banach Spaces. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .905

A. Uçum
K. İlarslan

k-Type Bi-Null Cartan Slant Helices in R
6

2
. . . . . . . . . . . . . . 919

M. Rahimi
S. M. Karbassi
M. R. Hooshmandasl

Numerical Solution of Shrödinger Equations Based on the
Meshless Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 929

H. K. Nashine
Z. Kadelburg

Multivalued FG-Contraction Mappings on Directed
Graphs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 943

J. Kazemiasl
F. K. Haghani
S. Heidarian

A General Approach To Chain Condition in BL-
Algebras. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 959

N. A. Rather
I. Dar
A. Iqbal

Some extensions of a theorem of Paul Turán concerning poly-
nomials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 969

839



840

R. M. Hafez
Y. H. Youssri

Shifted Gegenbauer-Gauss Collocation Method for Solving
Fractional Neutral Functional-Differential Equations with
Proportional Delays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 981



Kragujevac Journal of Mathematics

Volume 46(6) (2022), Pages 841–855.

NONLINEAR SEQUENTIAL CAPUTO AND

CAPUTO-HADAMARD FRACTIONAL DIFFERENTIAL

EQUATIONS WITH DIRICHLET BOUNDARY CONDITIONS IN

BANACH SPACES

CHOUKRI DERBAZI1

Abstract. This paper is devoted to the existence of solutions for certain classes of
nonlinear sequential Caputo and Caputo-Hadamard fractional differential equations
with Dirichlet boundary conditions in Banach spaces. Moreover, our analysis is
based on Darbo’s fixed point theorem in conjunction with the technique of Haus-
dorff measure of noncompactness. An example is also presented to illustrate the
effectiveness of the main results.

1. Introduction

Fractional calculus and fractional differential equations describe various phenomena
in diverse areas of natural science such as physics, aerodynamics, biology, control the-
ory, and chemistry; see for instance [26,29,31,39–41,43]. On the other hand, there are
several definitions of fractional integrals and derivatives in the literature, but the most
popular definitions are in the sense of the Riemann-Liouville and Caputo. However,
there is another kind of fractional derivatives that appears in the literature due to
Hadamard [23], which is known as Hadamard derivative and differs from the preceding
ones in the sense that its definition involves logarithmic function of arbitrary exponent.
Another significant aspect of Hadamard derivative is that its expression can be viewed

as a generalization operator


t d
dt

n
[6, 23], whilst the Riemann-Liouville derivative is

regarded as an extension of the classical differential operator


d
dt

n
. For some devel-

opments on the existence results of the Hadamard fractional differential equations, we

Key words and phrases. Caputo and Caputo-Hadamard fractional differential equations, Hausdorff
measure of noncompactness, Darbo’s fixed point theorem, Banach spaces.
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842 C. DERBAZI

can refer to [6,16,18,28,44]. In recent times, another derivative was proposed by mod-
ifying the Hadamard derivative with the Caputo one, known as Caputo-Hadamard
derivative [24]. It is obtained from the Hadamard derivative by changing the order
of its differentiation and integration. In addition, the main difference between the
Caputo-Hadamard fractional derivative and the Hadamard fractional derivative is
that the Caputo-Hadamard derivative of a constant is zero; another aspect is that
the Cauchy problems for Caputo-Hadamard fractional differential equations contain
initial conditions which can be physically interpretable, similarly to the case with
Caputo fractional derivatives. From these points of view, it is imperative to study
Caputo-Hadamard fractional calculus. To the best of our knowledge, few results can
be found in the literature concerning boundary value problems for Caputo-Hadamard
fractional differential equations [7, 8, 17,27]. Moreover, it has been noticed that most
of the above-mentioned work on the topic is based on the technique of nonlinear
analysis such as Banach fixed point theorem, Schauder’s fixed point theorem and
Leray-Schauder nonlinear alternative, etc. But if compactness and Lipschitz condi-
tion are not satisfied these results cannot be used. Measure of noncompactness comes
handy in such situations. For instance, the celebrated Darbo fixed point theorem
and Mönch fixed point theorem are used by several authors with the end goal to
establish existence results for nonlinear integral equations (see [1, 2, 4, 13, 15, 21, 45]
and references therein).

In 2018, Tariboon et al. in [44], discussed the existence and uniqueness of solutions
for two sequential Caputo-Hadamard and Hadamard-Caputo fractional differential
equations subject to separated boundary conditions as















CD
p
[

HD
q
u(t)

]

= f(t, u(t)), t ∈ (a, b),

a1u(a) + b1
HD

q
u(a) = 0,

a2u(b) + b2
HD

q
u(b) = 0,

and














HD
q
[

CD
p
u(t)

]

= f(t, u(t)), t ∈ (a, b),

a1u(a) + b1
CD

p
u(a) = 0,

a2u(b) + b2
CD

p
u(b) = 0,

where CD
p

and HD
q

are the Caputo and Hadamard fractional derivatives of orders p
and q, respectively, 0 < p, q ≤ 1, f : [a, b] × R → R is a continuous function, a > 0
and ai, bi ∈ R, i = 1, 2.

Very recently, in [30], the authors considered the infinite system of second-order
differential equations of the type

(1.1)







td2vj

dt2 + dvj

dt
= fi(t, v(t)), t ∈ J := [1, T ],

vj(1) = vj(T ) = 0,

where v(t) = ¶vj(t)♢
∞
j=1, in Banach sequence space ℓp, p ≥ 1. The authors obtained the

existence of solutions by using the Hausdorff measure of noncompactness and Darbo
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type fixed point theorem. Additionally, for more interesting details about infinite
systems of differential equations or integral equations in some Banach sequence spaces
we suggest some works [5, 32–38]. Moreover, the reader is advised to see the recent
book [12] where several applications of the measure of noncompactness can be found.

No contributions exist, as far as we know, concerning nonlinear sequential Caputo
and Caputo-Hadamard fractional differential equations in Banach spaces. As a result,
the goal of this paper is to enrich this academic area. So, in this paper, we mainly
study the following boundary value problem of the form.

(1.2)







CD
q
[

C
HD

p
u(t)

]

= f(t, u(t)), 0 < p, q ≤ 1, t ∈ J := [a, b],

u(a) = u(b) = θ,

where C
HD

p
u(t) and CD

q
are the Caputo Hadamard and Caputo fractional derivatives

of orders p and q, respectively, 0 < p, q ≤ 1, f : [a, b] × E → E is a given function
satisfying some assumptions that will be specified later, E is a Banach space with
norm ∥ · ∥, and θ refers to the null vector in the space E.

The main motivation for the elaboration of this paper comes from the above high-
lighted articles on the existence of solutions of fractional differential equations. In
addition, as in the Banach space (in general in any infinite-dimensional linear space)
a closed and bounded set is not necessarily compact set, mere continuity of the func-
tion f does not guarantee the existence of a solution of differential equations. The
arguments are based on Darbo’s fixed point theorem combined with the technique of
measures of noncompactness to establish the existence of solution for (1.2). Obviously,
BVP (1.2) is more general than the problems discussed in some recent literature (such
as [30, 44]). Firstly, our results are not only new in the given configuration but also
correspond to some new situations associated with the specific values of the parame-
ters involved in the given problem. For example, if we take a = p = q = 1, b = T and
E = ℓp, then the BVP (1.2) corresponds to the infinite system represented in (1.1).
Secondly, the required conditions to prove the existence of solutions for the system
(1.1) depend strongly on the chosen Banach space of sequences. This is because the
formula for the Hausdorff MNC is, of course, different from one space to another.
However, our conditions do not depend on the chosen Banach space.

Here is a brief outline of the paper. The next section provides the definitions and
preliminary results that we will need to prove our main results. Then, we present
the existence results in Section 3. In Section 4, we give an example to illustrate the
obtained results. The last section concludes this paper.

2. Preliminaries

We start this section by introducing some necessary definitions and basic results
required for further developments.
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Let C(J,E) be the Banach space of all continuous functions u from J into E with
the supremum (uniform) norm

∥u∥∞ = sup
t∈J

∥u(t)∥.

By L1(J) we denote the space of Bochner-integrable functions u : J → E, with the
norm

∥u∥1 =
∫ b

a
∥u(t)∥dt.

Next, we define the Hausdorff measure of noncompactness and give some of its impor-
tant properties.

Definition 2.1 ([11]). Let E be a Banach space and B a bounded subsets of E .
Then Hausdorff measure of non-compactness of B is defined by

χ(B) = inf
{

ε > 0 : B has a finite cover by closed balls of radius ε
}

.

To discuss the problem in this paper, we need the following lemmas.

Lemma 2.1. Let A,B ⊂ E be bounded. Then Hausdorff measure of non-compactness
has the following properties:

(1) A ⊂ B ⇒ χ(A) ≤ χ(B);
(2) χ(A) = 0 ⇔ A is relatively compact;
(3) χ(A ∪B) = max¶χ(A), χ(B)♢;
(4) χ(A) = χ(A) = χ(conv(A)), where A and convA represent the closure and the

convex hull of A, respectively;
(5) χ(A+B) ≤ χ(A) + χ(B), where A+B = ¶x+ y : x ∈ A, y ∈ B♢;
(6) χ(λA) ≤ ♣λ♣χ(A) for any λ ∈ R,

For more details and the proof of these properties see [11].

Lemma 2.2 ([11]). If W ⊆ C(J,E) is bounded and equicontinuous, then χ(W (t)) is
continuous on J and

χ(W ) = sup
t∈J

χ(W (t)).

We call B ⊂ L1(J,E) uniformly integrable if there exists η ∈ L1(J,R+) such that

∥u(s)∥ ≤ η(s), for all u ∈ B and a.e. s ∈ J.

Lemma 2.3 ([25]). If ¶un♢∞
n=1 ⊂ L1(J,E) is uniformly integrable, then χ(¶un♢∞

n=1)
is measurable, and

χ
{
∫ t

0
un(s)ds

}∞

n=1



≤ 2
∫ t

0
χ(¶un(s)♢∞

n=1)ds.

Lemma 2.4 ([19]). If W is bounded, then for each ε, there is a sequence ¶un♢∞
n=1 ⊂ W ,

such that

χ(W ) ≤ 2χ(¶un♢∞
n=1) + ε.
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Definition 2.2 ([46]). A function f : [a, b] × E → E is said to satisfy the
Carathéodory conditions, if the following hold

• f(t, u) is measurable with respect to t for u ∈ E;
• f(t, u) is continuous with respect to u ∈ E for t ∈ J .

Definition 2.3 ([10]). The mapping T : Ω ⊂ E → E is said to be a χ-contraction, if
there exists a positive constant k < 1 such that

χ(T(W )) ≤ kχ(W ),

for every bounded subset W of Ω.

A useful fixed point result for our goals is the following, proved in [11,20].

Theorem 2.1 (Darbo and Sadovskii). Let Ω be a nonempty, bounded, closed and
convex subset of a Banach space E and let T : Ω → Ω be a continuous operator. If T
is a χ-contraction, then T has at least one fixed point.

Let us recall some preliminary concepts of fractional calculus related to our work.

Definition 2.4 ([29]). The Riemann-Liouville fractional integral of order p > 0 of a
function u ∈ L1([a, b]) is defined by

RL
I
p
u(t) =

1

Γ(p)

∫ t

a
(t− s)p−1u(s)ds, t > a, p > 0,

where Γ(·) is the (Euler’s) Gamma function Γ(p) =
∫+∞

0 e−ttp−1dt, p > 0. Moreover,
for p = 0, we set RLI

p
u := u.

Lemma 2.5 ([29]). The following basic properties of the Riemann-Liouville integrals
hold.

(a) The integral operator RLI
p

is linear.
(b) The semigroup property of the fractional integration operator RLI

p
is given by

the following result

RL
I
p
(RLI

q
u(t)) = RL

I
p+q

u(t), p, q > 0,

holds at every point if u ∈ C([a, b]) and holds almost everywhere if u ∈
L1([a, b]).

(c) Commutativity
RL
I
p
(RLI

q
u(t)) = RL

I
q
(RLI

p
u(t)), p, q > 0.

(d) The fractional integration operator RLI
p

is bounded in Lp[a, b], 1 ≤ p ≤ ∞,

∥RLI
p
u∥Lp ≤

1

Γ(p+ 1)
∥u∥Lp .

Example 2.1. The Riemann-Liouville fractional integral of the power function (t− a)q,
p > 0, q > −1

RL
I
p
(t− a)q =

Γ(q + 1)

Γ(p+ q + 1)
(t− a)p+q.
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Definition 2.5 ([29,40]). The Caputo fractional derivative CD
p

of order p of a function
u ∈ ACn([a, b]) is represented by

C
D
p
u(t) =







1
Γ(n−p)

∫ t
a(t− s)n−p−1u(n)(s)ds, if p /∈ N,

u(n)(t), if p ∈ N,

where u(n)(t) = dnu(t)
dtn

, p > 0, n = [p] + 1 and [p] denotes the integer part of the real
number p.

Example 2.2. The Caputo fractional derivative of order n− 1 < p < n for (t− a)q is
given by

C
D
p
(t− a)q =







Γ(q+1)
Γ(q−p+1)

(t− a)q−p, q ∈ N and q ≥ n or q /∈ N and q > n− 1,

0, q ∈ ¶0, . . . , n− 1♢.
(2.1)

Lemma 2.6 ([29,40]). Let p > 0 and n = [p] + 1, then the differential equation

C
D
p
u(t) = 0

has solutions

u(t) =
n−1
∑

j=0

cj(t− a)j, cj ∈ R, j = 0, . . . , n− 1.

Lemma 2.7 ([29,40]). Let p > q > 0 and u ∈ L1([a, b]). Then we have:

(1) the Caputo fractional derivative is linear;
(2) the Caputo fractional derivative obeys the following property:

RL
I
pC
D
p
u(t) = u(t) +

n−1
∑

j=0

cj(t− a)j,

for some cj ∈ R, j = 0, 1, 2, . . . , n− 1, where n = [p] + 1;
(3) CD

pRLI
p
u(t) = u(t);

(4) CD
qRLI

p
u(t) = RLI

p−q
u(t).

Definition 2.6 ([29]). The Hadamard fractional integral of order p > 0 for a function
u ∈ L1(J) is defined as



H
I
p
u


(t) =
1

Γ(p)

∫ t

a



log
t

s

p−1

u(s)
ds

s
, p > 0.

Set

δ = t
d

dt
, p > 0, n = [p] + 1,

where [p] denotes the integer part of p. Define the space

ACn
δ [a, b] :=

{

u : [a, b] → R : δn−1u(t) ∈ AC([a, b])
}

.
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Definition 2.7 ([29]). The Hadamard fractional derivative of order p > 0 applied to
the function u ∈ ACn

δ [a, b] is defined as


H
D
p
u


(t) = δn


H
I
n−p

u


(t).

Definition 2.8 ([24,29]). The Caputo-Hadamard fractional derivative of order p > 0
applied to the function u ∈ ACn

δ [a, b] is defined as


C
HD

p
u


(t) =


H
I
n−p

δnu


(t).

Lemmas of the following type are rather standard in the study of fractional differ-
ential equations.

Lemma 2.8 ([24, 29]). Let p > 0, r > 0, n = [p] + 1 and a > 0, then the following
relations hold :

•


HI
p


log s
a

r−1


(t) = Γ(r)
Γ(p+r)



log t
a

p+r−1
;

•



C
HD

p


log
s

a

r−1


(t) =







Γ(r)
Γ(r−p)



log t
a

r−p−1
, r > n,

0, r ∈ ¶0, . . . , n− 1♢.

Lemma 2.9 ([22,29]). Let p > q > 0 and u ∈ ACn
δ [a, b]. Then we have:

• HI
p HI

q
u(t) = HI

p+q
u(t);

• C
HD

p HI
p
u(t) = u(t);

• C
HD

q HI
p
u(t) = HI

p−q
u(t).

Lemma 2.10 ([24, 29]). Let p ≥ 0 and n = [p] + 1. If u ∈ ACn
δ [a, b], then the

Caputo-Hadamard fractional differential equation


C
HD

p
u


(t) = 0,

has a solution

u(t) =
n−1
∑

j=0

cj



log
t

a

j

,

and the following formula holds:

H
I
p


C
HD

p
u(t)



= u(t) +
n−1
∑

j=0

cj



log
t

a

j

,

where cj ∈ R, j = 0, 1, 2, . . . , n− 1.

Remark 2.1. Note that for an abstract function u : J → E, the integrals which appear
in the previous definitions are taken in Bochner’s sense (see, for instance, [42]).
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3. Main Results

Let us recall the definition and lemma of a solution for problem (1.2).
First of all, we define what we mean by a solution for the boundary value prob-

lem (1.2).

Definition 3.1. A function u ∈ C(J,E) is said to be a solution of (1.2) if u satisfies

the equation CD
q
[

C
HD

p
u(t)

]

= f(t, u(t)) a.e. on J and the condition u(a) = u(b) = θ.

For the existence of solutions for the problem (1.2) we need the following lemma.

Lemma 3.1. For a given h ∈ C(J,R), the unique solution of the linear fractional
boundary value problem

(3.1)







CD
q
[

C
HD

p
u(t)

]

= h(t), 0 < p, q ≤ 1, t ∈ J := [a, b],

u(a) = u(b) = 0,

is given by

u(t) =H
I
p


RL
I
q
h


(t) −



log(t/a)

log(b/a)

p

H
I
p


RL
I
q
h


(b)

=
1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1h(τ)dτ
ds

s

−



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1h(τ)dτ
ds

s
.(3.2)

Proof. Taking the Riemann-Liouville fractional integral of order q to the first equation
of (3.1), we get

(3.3) C
HD

p
u(t) = RL

I
q
h(t) + k0, k0 ∈ R.

Again taking the Hadamard fractional integral of order p to the above equation, we
obtain

u(t) = H
I
p


RL
I
q
h


(t) + k0
(log(t/a))p

Γ(p+ 1)
+ k1, k0 ∈ R.(3.4)

Substituting t = a in (3.4) and applying the first boundary condition of (3.1), it
follows that k1 = 0. For t = b in (3.4) and using the second boundary condition of
(3.1), it yields

u(b) = 0 = H
I
p


RL
I
q
h


(b) + k0
(log(b/a))p

Γ(p+ 1)
.(3.5)

By solving (3.5), we find that

k0 = −
Γ(p+ 1)

(log(b/a))p
H
I
p


RL
I
q
h


(b).(3.6)

Substituting the values of k0 and k1 into (3.4), we get the integral equation (3.2). The
converse follows by the direct computation which completes the proof. □
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Now, we shall present our main result concerning the existence of solutions of
problem (1.2). Let us introduce the following hypotheses.

(H1) The function f : [a, b] × E −→ E satisfies Carathéodory conditions.
(H2) There exists function ψ ∈ L∞(J,R+) such that

∥f(t, u(t))∥ ≤ ψ(t)(1 + ∥u∥), for all u ∈ C(J,E).

(H3) For each bounded set W ⊂ E and each t ∈ J , the following inequality holds

χ(f(t,W )) ≤ ψ(t)χ(W ).

For computational convenience we put

(3.7) Mψ =
2∥ψ∥ (b− a)q



log b
a

p

Γ(p+ 1)Γ(q + 1)
.

Now, we shall prove the following theorem concerning the existence of solutions of
problem (1.2)

Theorem 3.1. Assume that the hypotheses (H1)-(H3) are satisfied. If

(3.8) 4Mψ < 1,

then the problem (1.2) has at least one solution defined on J .

Proof. Consider the operator N : C(J,E) → C(J,E) defined by:

Nu(t) =
1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1f(τ, u(τ))dτ
ds

s

−



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1f(τ, u(τ))dτ
ds

s
.(3.9)

It is obvious that N is well defined due to (H1) and (H2). Then, fractional integral
equation (3.2) can be written as the following operator equation

u = Nu.(3.10)

Thus, the existence of a solution for (1.2) is equivalent to the existence of a fixed
point for operator N which satisfies operator equation (3.10). Define a bounded closed
convex set

BR = ¶w ∈ C(J,E) : ∥w∥∞ ≤ R♢ ,

with R > 0, such that

R ≥
Mψ

1 − Mψ

.

In order to satisfy the hypotheses of the Darbo fixed point theorem, we split the proof
into four steps.

Step 1. The operator N maps the set BR into itself. By the assumption (H2), we
have

∥Nu(t)∥ ≤
1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1∥f(τ, u(τ))∥dτ
ds

s
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+



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1∥f(τ, u(τ))∥dτ
ds

s

≤
1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1ψ(τ)(1 + ∥u(τ)∥)dτ
ds

s

+



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1ψ(τ)(1 + ∥u(τ)∥)dτ
ds

s

≤
∥ψ∥(1 + ∥u∥)

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1dτ
ds

s

+
∥ψ∥(1 + ∥u∥)

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1dτ
ds

s
.

Also, note that

1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1dτ
ds

s
≤

(b− a)q


log b
a

p

Γ(p+ 1)Γ(q + 1)
,

where we have used the fact that (s− a)q ≤ (b− a)q for 0 < q ≤ 1. Using the above
arguments, we have

∥Nu(t)∥ ≤ ∥ψ∥(1 + ∥u∥)
2 (b− a)q



log b
a

p

Γ(p+ 1)Γ(q + 1)
≤ (1 +R)Mψ ≤ R.

Thus, ∥Nu∥ ≤ R. This proves that N transforms the ball BR into itself.
Step 2. The operator N is continuous. Suppose that ¶un♢ is a sequence such that

un → u in BR as n → ∞. It is easy to see that f(s, un(s)) → f(s, u(s)) as n →
+∞, due to the Carathéodory continuity of f . On the other hand taking (H2) into
consideration we get

∥Nun(t) − Nu(t)∥

≤
1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1∥f(τ, un(τ)) − f(τ, u(τ))∥dτ
ds

s

+



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1∥f(τ, un(τ)) − f(τ, u(τ))∥dτ
ds

s

≤
2 (b− a)q



log b
a

p

Γ(p+ 1)Γ(q + 1)
∥f(·, un(·)) − f(·, u(·))∥.

By using the Lebesgue dominated convergence theorem, we know that

∥Nun(t) − Nu(t)∥ → 0 as n → +∞,

for any t ∈ J . Therefore, we get that

∥Nun − Nu∥ → 0 as n → +∞,

which implies the continuity of the operator N.
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Step 3. The operator N is equicontinuous. For any a < t1 < t2 < b and u ∈ BR,
we get

∥N(u)(t2) − N(u)(t1)∥

≤
1

Γ(p)Γ(q)

∫ t1

a

∫ s

a





log
t1
s

p−1

−


log
t2
s

p−1
]

(s− τ)q−1∥f(τ, u(τ))∥dτ
ds

s

+
1

Γ(p)Γ(q)

∫ t2

t1

∫ s

a



log
t2
s

p−1

(s− τ)q−1∥f(τ, u(τ))∥dτ
ds

s

+
(log(t2/a))p − (log(t1/a))p

Γ(p)Γ(q) (log(b/a))p

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1∥f(τ, u(τ))∥dτ
ds

s

≤
∥ψ∥(1 + r) (b− a)q

Γ(p)Γ(q + 1)



∫ t1

a





log
t1
s

p−1

−


log
t2
s

p−1
]

ds

s
+
∫ t2

t1



log
t2
s

p−1 ds

s

]

+
∥ψ∥(1 + r) (b− a)q

Γ(p)Γ(q + 1)

(log(t2/a))p − (log(t1/a))p

Γ(p) (log(b/a))p

∫ b

a



log
b

s

p−1
ds

s

≤2
∥ψ∥(1 + r) (b− a)q

Γ(p+ 1)Γ(q + 1)



log
t2
t1

p

.

As t2 → t1 the right-hand side of the above inequality tends to zero independently of
u ∈ BR. Hence, we conclude that N(BR) ⊆ C(J,E) is bounded and equicontinuous.
Step 4: Our aim in this step is to show that N is χ-contraction on BR. For every
bounded subset W ⊂ BR and ε > 0 using Lemma 2.4 and the properties of χ, there
exist sequences ¶uk♢

∞
k=1 ⊂ W such that

χ (NW (t))

≤2χ







1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1f(τ, ¶uk(τ)♢∞
k=1)dτ

ds

s

−



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1f(τ, ¶uk(τ)♢∞
k=1)dτ

ds

s







+ ε.

Next, by Lemma 2.3 and the properties of χ and (H3) we have

χ (NW (t))

≤4







1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1χ(f(τ, ¶uk(τ)♢∞
k=1))dτ

ds

s

+



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1χ(f(τ, ¶uk(τ)♢∞
k=1))dτ

ds

s







+ ε

≤4







1

Γ(p)Γ(q)

∫ t

a

∫ s

a



log
t

s

p−1

(s− τ)q−1ψ(τ)χ(¶uk(τ)♢∞
k=1)dτ

ds

s
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+



log(t/a)

log(b/a)

p
1

Γ(p)Γ(q)

∫ b

a

∫ s

a



log
b

s

p−1

(s− τ)q−1ψ(τ)χ(¶uk(τ)♢∞
k=1)dτ

ds

s







+ ε

≤4
2∥ψ∥ (b− a)q



log b
a

p

Γ(p+ 1)Γ(q + 1)
χ(B) + ε.

As the last inequality is true for every ε > 0 we infer

χ(NW ) = sup
t∈J

χ(NW (t)) ≤ 4Mψχ(B).

Using the condition (3.8), we claim that N is a χ-contraction on BR. By Theorem
2.1, there is a fixed point u of N on BR, which is a solution of (1.2). This completes
the proof. □

4. An Example

In this section we give an example to illustrate the usefulness of our main result.
Let

E = c0 = ¶u = (u1, u2, . . . , un, . . . ) : un → 0 (n → ∞)♢ ,

be the Banach space of real sequences converging to zero, endowed its usual norm

∥u∥∞ = sup
n≥1

♣un♣.

Example 4.1. Consider the following boundary value problem of a fractional differential
posed in c0:

(4.1)











CD
3

4



C
HD

7

8u(t)


= f(t, u(t)), 0 < p, q ≤ 1, t ∈ J :=
[

1, 3
2

]

,

u(1) = u


3
2



= 0.

Note that this problem is a particular case of BVP (1.2), where

p =
7

8
= q =

3

4
, a = 1, b =

3

2
,

and f : J × c0 → c0 given by

f(t, u) =

{

1

(t2 + 2)2



1

n2
+ sin ♣un♣



}

n≥1

, for t ∈ J, u = ¶un♢n≥1 ∈ c0.

It is clear that condition (H1) holds, and as

∥f(t, u)∥ =

∥

∥

∥

∥

∥

1

(t2 + 2)2



1

n2
+ sin ♣un♣



∥

∥

∥

∥

∥

≤
1

(t2 + 2)2
(1 + ∥u∥) = ψ(t)(1 + ∥u∥).

Therefore, assumption (H2) of Theorem 3.1 is satisfied, with ψ(t) = 1
(t2+2)2 , t ∈ J .

On the other hand, for any bounded set W ⊂ c0, we have

χ(f(t,W )) ≤
1

(t2 + 2)2
χ(W ), for each t ∈ J.

Hence (H3) is satisfied.
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We shall check that condition (3.8) is satisfied. Indeed, 4Mψ = 0.616 < 1 and
(1 +R)Mψ ≤ R. Thus,

R ≥
Mψ

1 − Mψ

= 1.6041.

Then R can be chosen as R = 2 > 1.6041. Consequently, Theorem 3.1 implies that
problem (4.1) has at least one solution u ∈ C(J, c0).

5. Conclusions

We have proved the existence of solutions for certain classes of nonlinear sequen-
tial Caputo and Caputo-Hadamard fractional differential equations with Dirichlet
boundary conditions in a given Banach space. The problem is issued by applying
Darbo’s fixed point theorem combined with the technique of Hausdorff measure of
noncompactness. We also provide an example to make our results clear.
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REGULARITY OF SEMIGROUPS IN TERMS OF HYBRID IDEALS

AND HYBRID BI-IDEALS

BALASUBRAMANIAN ELAVARASAN1 AND YOUNG BAE JUN2

Abstract. In this paper, we establish some equivalent conditions for a semigroup
to be regular and intra-regular, in terms of hybrid ideals and hybrid bi-ideals. We
also characterize the left and right simple and the completely regular semigroups
utilizing hybrid ideals and hybrid bi-ideals. We show that a semigroup S is left
simple if and only if it is hybrid left simple. We also prove that if a semigroup S is
intra-regular, then for each hybrid ideal j̃µ of S, we have j̃µ(r1r2) = j̃µ(r2r1) for all
r1, r2 ∈ S.

1. Introduction

The fuzzy set theory is applicable to many mathematical branches which was intro-
duced by Zadeh [11]. The fuzzification of algebraic structures and the introduction
of the notion of fuzzy subgroups was inspired by Rosenfeld [10]. The definition given
by Rosenfeld was a epochal turning point for pure mathematicians. Inspired by these
studies, many authors have pursued the field of fuzzy algebraic structure in many
different areas such as groups, rings, modules, vector spaces and so on (see [4, 5, 8]).
Molodtsov [9] introduced the soft set theory as a new mathematical tool to deal with
uncertainties. Many researchers have rigorously pursued and have studied extensively
the fundamentals of soft set theory in recent years.

The notion of hybrid structure was introduced by Jun, Song and Muhiuddin [3] as
a parallel circuit of fuzzy and soft sets. The notion of hybrid structure was introduced
into a set of parameters on a initial universe set and it was applied to BCK/BCI
algebras and linear spaces. In the year 2017, S. Anis, M. Khan and Y. B. Jun [1] gave

Key words and phrases. Semigroup, ideals, regular, hybrid structure, hybrid ideal, hybrid bi-ideal
and hybrid product.
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the notions of hybrid sub-semigroups and hybrid left (resp. right) ideals in semigroups
and obtained various properties. Several equivalent conditions for a semi-group hybrid
bi-ideal to be a semi-group ideal were obtained by B. Elavarasan and Y. B. Jun [2]
in their study of the notion of semi-group hybrid bi-ideals and they have also studied
some of its important properties.

In this paper, we obtain some equivalent characterizations of a regular and intra-
regular semigroup in terms of their hybrid ideals and hybrid bi-ideals. We present
necessary definitions to be used in the sequel in Section 2 from the already available
literature. Section 3 is devoted to major results of the characterization of the regular
and intra-regular semigroup through the properties of their hybrid and hybrid bi-
ideals.

2. Preliminaries

In this section, we collect some basic notions and results on semigroup and hybrid
structures.

Let S be a semigroup. Let V and W be subsets of S. Then the multiplication of V

and W is defined as V W = ¶vw : v ∈ V and w ∈ W♢. A non-empty subset W of S is
called a subsemigroup of S if W 2 ⊆ W. A subsemigroup W of S is called a left (resp.
right) ideal of S if SW ⊆ W (resp. WS ⊆ W ). If W is both a left and right ideal of S,

then W is called a two-sided ideal or ideal of S. Clearly for any r ∈ S, L(r) = ¶r ∪Sr♢
(resp. R(r) = ¶r∪rS♢, I(r) = ¶r∪rS∪Sr∪SrS♢ is a left ideal (resp. right ideal, ideal)
of S generated by r in S. A semigroup S is called regular if for each d ∈ S, d = dtd for
some t in S. A semigroup S is called intra-regular if for each d ∈ S, d = sd2t for some
s, t ∈ S [6]. A subsemigroup W of S is called a bi-ideal of S if WSW ⊆ W. It is clear
that for any d ∈ S, B(d) = ¶d, d2, dSd♢ is a bi-ideal of S generated by d in S.

Throughout this paper, we denote S is a semigroup, J is a unit interval and P(U)
is the power set of an initial universal set U.

Definition 2.1 ([1]). A hybrid structure in S over U is a mapping j̃α := (j̃, α) : S →
P(U) × J, d 7→ (j̃(d), α(d)), where j̃ : S → P(U) and α : S → J are mappings.

For any semigroup S, HY (S) denote the set of all hybrid structures in S over U.

We define an order ≪ in HY (S) as follows.
For all j̃ν , k̃µ ∈ HY (S), j̃ν ≪ k̃µ if and only if j̃ ⊆̃ k̃, ν ⪰ µ, where j̃ ⊆̃ k̃ means

that j̃(d) ⊆ k̃(d) and ν ⪰ µ means that ν(d) ≥ µ(d) for all d ∈ S.

For any r1, r2 ∈ S, j̃ν(r1) = k̃µ(r2) if and only if j̃ν(r1) ≪ k̃µ(r2) and k̃µ(r2) ≪ j̃ν(r1),

where j̃ν(r1) ≪ k̃µ(r2) means that j̃(r1) ⊆ k̃(r2) and ν(r1) ≥ µ(r2). Also, j̃ν = k̃µ if

and only if j̃ν ≪ k̃µ and k̃µ ≪ j̃ν . Note that (HY (S), ≪) is a poset.

Remark 2.1. For a family of real numbers ¶ai : i ∈ α♢, we define

∨

¶ai : i ∈ α♢ :=







max¶ai : i ∈ α♢, if α is finite,

sup¶ai : i ∈ α♢, otherwise,

and
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∧

¶ai : i ∈ α♢ :=







min¶ai : i ∈ α♢, if α is finite,

inf¶ai : i ∈ α♢, otherwise.

For real numbers r and k, we also use r ∨k and r ∧k instead of
∨

¶r, k♢ and
∧

¶r, k♢,
respectively.

Definition 2.2 ([2]). A hybrid subsemigroup j̃α in S over U is called a hybrid bi-ideal
if for all m, y, n ∈ S

(i) j̃(myn) ⊇ j̃(m) ∩ j̃(n);
(ii) α(myn) ≤ α(m) ∨ α(n).

Definition 2.3 ([1]). Let j̃α ∈ HY (S). Then j̃α is called a hybrid left (resp. right)
ideal if for all m, n ∈ S

(i) j̃(mn) ⊇ j̃(n) (resp. j̃(mn) ⊇ j̃(m));
(ii) α(mn) ≤ α(n) (resp. α(mn) ≤ α(m)).

If j̃α is both a hybrid left and hybrid right ideal of S, then it is called a hybrid ideal
of S.

Definition 2.4. A semigroup S is called hybrid left (resp. right) duo over U if every
hybrid left (resp. right) ideal of S over U is a hybrid ideal of S over U. S is called
hybrid duo over U if it is both hybrid left and hybrid right duo over U.

Definition 2.5 ([1]). Let ϕ ̸= B ⊆ S and j̃ν ∈ HY (S). Then the characteristic hybrid
structure is denoted by χB(j̃ν) = (χB(j̃), χB(ν)), where χB(j̃) : S → P(U),

d 7→







U, if d ∈ B,

ϕ, otherwise,

and χB(ν) : S → J ,

d 7→







0, if d ∈ B,

1, otherwise.

Definition 2.6 ([1]). Let j̃α, k̃β ∈ HY (S).

(i) The hybrid product of j̃α and k̃β in S is defined as j̃α ⊙ k̃β = (j̃◦̃k̃, α◦̃β) in S

over U, where

(j̃◦̃k̃)(d) =











⋃

d=r1r2

¶j̃(r1) ∩ k̃(r2)♢, if exist r1, r2 ∈ S such that d = r1r2,

ϕ, otherwise,

and

(α◦̃β)(d) =











∧

d=r1r2

¶α(r1) ∨ β(r2)♢ if exist r1, r2 ∈ S such that d = r1r2,

1 otherwise,

for all d ∈ S.



860 B. ELAVARASAN AND Y. B. JUN

(ii) The hybrid intersection of j̃α and k̃β, denoted by j̃α ⋒ k̃β, is defined to be

a hybrid structure j̃α ⋒ k̃β : S → P(U) × I, d 7→ ((j̃∩̃k̃)(r1), (α ∨ β)(r1)), where

j̃∩̃k̃ : S −→ P(U), r1 7→ j̃(r1) ∩ k̃(r1) and α ∨ β : S → I, r1 7→ α(r1) ∨ β(r1).

3. Hybrid Structures in Regular and Intra-Regular Semigroups

Lemma 3.1. ([1, Lemma 3.11]). For subsets M and N of S, we have

(i) χM(j̃ν) ⋒ χN(j̃ν) = χM∩N(j̃ν);
(ii) χM(j̃ν) ⊙ χN(j̃ν) = χMN(j̃ν).

Theorem 3.1. ([1, Proposition 3.21]). If j̃ν and k̃µ are hybrid right ideal and hybrid

left ideal of S over U , respectively, then j̃ν ⊙ k̃µ ≪ j̃ν ⋒ k̃µ.

We now obtain theorems on the characterizations of a regular and intra-regular
semigroup in terms of different hybrid ideals of semigroups.

Theorem 3.2. For any S, the following assertions are equivalent:

(i) j̃ν ⋒ k̃µ ≪ j̃ν ⊙ k̃µ for every hybrid bi-ideals j̃ν and k̃µ of S;

(ii) S is regular and intra-regular.

Proof. (i) ⇒ (ii) If j̃ν is a hybrid right ideal and k̃µ is a hybrid left ideal of S, then

j̃ν ⋒ k̃µ ≪ j̃ν ⊙ k̃µ and by Theorem 3.1, we can get j̃ν ⊙ k̃µ ≪ j̃ν ⋒ k̃µ. So, for any

hybrid right ideal j̃ν and hybrid left ideal k̃µ of S, we have j̃ν ⋒ k̃µ = j̃ν ⊙ k̃µ.

Let E be a right ideal and D be a left ideal of S and t ∈ E ∩ D. Then χE(j̃ν)(t) ⋒
χD(j̃ν)(t) = χE(j̃ν)(t) ⊙ χD(j̃ν)(t). By Lemma 3.1 (i), we have χE∩D(j̃ν) = χED(j̃ν).
Since t ∈ E ∩ D and χE∩D(j̃)(t) = U, we have χED(j̃)(t) = U , which implies t ∈ ED.

Thus, E ∩D ⊆ ED ⊆ E ∩D and hence E ∩D = ED. Therefore, S is regular. Also for
t ∈ S, we have χB(t)(j̃ν) ⋒ χB(t)(j̃ν) ≪ χB(t)(j̃ν) ⊙ χB(t)(j̃ν). Again by Lemma 3.1 (i),

we have χB(t)(j̃ν) ≪ χB(t)B(t)(j̃ν). Since χB(t)(j̃)(t) = U, we have χB(t)B(t)(j̃)(t) = U

which implies t ∈ B(t)B(t), so S is intra-regular.
(ii) ⇒ (i) Let j̃ν and k̃µ be hybrid bi-ideals of S. Suppose r1 ∈ S. Then for some

x, y, z ∈ S, r1 = r1xr1 = r1xr1xr1 and r1 = yr2
1z, which imply r1 = r1xyr2

1zxr1. Now

j̃◦̃k̃ =
⋃

r1=uv

¶j̃(u) ∩ k̃(v)♢ ⊇ j̃(r1xyr1) ∩ k̃(r1zxr1) ⊇ ¶j̃(r1) ∩ j̃(r1)♢ ∩ ¶k̃(r1) ∩ k̃(r1)♢

=j̃(r1) ∩ k̃(r1) = (j̃ ∩ k̃)(r1).

Also,

(ν◦̃µ)(r1) =
∧

r1=uv

¶ν(u) ∨ µ(v)♢ ≤ ν(r1xyr1) ∨ µ(r1zxr1)

=¶ν(r1) ∨ ν(r1)♢ ∨ ¶µ(r1) ∨ µ(r1)♢ = ν(r1) ∨ µ(r1) = (ν ∩ µ)(r1).

Therefore, j̃ν ⋒ k̃µ ≪ j̃ν ⊙ k̃µ. □

Theorem 3.3. For any S, the below assertions are equivalent:

(i) j̃ν ⋒ k̃µ ≪ (j̃ν ⊙ k̃µ) ⋒ (k̃µ ⊙ j̃ν) for every hybrid bi-ideals j̃ν and k̃µ of S;

(ii) S is intra-regular and regular.
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Proof. (i) ⇒ (ii) Let j̃ν and k̃µ be hybrid bi-ideals of S. Then, by Theorem 3.2,

we can have j̃ν ⋒ k̃µ ≪ j̃ν ⊙ k̃µ and j̃ν ⋒ k̃µ = k̃µ ⋒ j̃ν ≪ k̃µ ⊙ j̃ν , which imply

j̃ν ⋒ k̃µ ≪ (j̃ν ⊙ k̃µ) ⋒ (k̃µ ⊙ j̃ν).

(ii) ⇒ (i) By (ii), j̃ν ⋒ k̃µ ≪ j̃ν ⊙ k̃µ for every hybrid bi-ideals j̃ν and k̃µ of S. By
Theorem 3.2, we get S is regular and intra-regular. □

Theorem 3.4. For any S, the following assertions are equivalent:

(i) ĩν ⋒ k̃µ ≪ ĩν ⊙ k̃µ ⊙ ĩν for every hybrid bi-ideals ĩν and k̃µ of S;

(ii) S is intra-regular and regular.

Proof. (i) ⇒ (ii) Let w ∈ S. Then by assumption and by Lemma 3.1, we can get
χB(w)(̃iν) ≪ χB(w)(̃iν)⊙χB(w)(̃iν)⊙χB(w)(̃iν) = χB(w)B(w)B(w)(̃iν). Since χB(w)(̃i)(w) =

U, χB(w)B(w)B(w)(̃i)(w) = U implies w ∈ B(w)B(w)B(w). Therefore, S is regular and
intra-regular.

(ii) ⇒ (i) Let j̃ν and k̃µ be hybrid bi-ideals of S and let w ∈ S. Then there
exist r1, r2, r3 ∈ S such that w = wr1w = wr1wr1w and w = r2w

2r3, which imply
w = wr1r2w

2r3r1r2w
2r3r1w = (wr1r2w)(wr3r1r2w)(wr3r1w). Then

(j̃◦̃k̃◦̃j̃)(w) =
⋃

w=w1w2

¶j̃(w1) ∩ (k̃◦̃j̃)(w2)♢

⊇j̃(wr1r2w) ∩ (k̃◦̃j̃)((wr3r1r2w)(wr3r1w))

⊇¶j̃(w) ∩ j̃(w)♢ ∩ ¶k̃(wr3r1r2w) ∩ j̃(wr3r1w)♢

⊇j̃(w) ∩ k̃(w) ∩ j̃(w) = j̃(w) ∩ k̃(w) = (j̃ ∩ k̃)(w).

Also,

(ν◦̃µ◦̃ν)(w) =
∧

w=w1w2

¶ν(w1) ∨ (µ◦̃ν)(w2)♢

≤ν(wr1r2w) ∨ (µ◦̃ν)((wr3r1r2w)(wr3r1w))

≤¶ν(w) ∨ ν(w)♢ ∨ ¶µ(wr3r1r2w) ∨ ν(wr3r1w)♢

≤
∨

¶ν(w), µ(w), ν(w)♢

=ν(w) ∨ µ(w) = (ν ∩ µ)(w).

Therefore, j̃ν ⋒ k̃µ ≪ j̃ν ⊙ k̃µ ⊙ j̃ν . □

Theorem 3.5. ([1, Theorem 3.5]). For ∅ ̸= M ⊂ S, the following assertions are

equivalent:

(i) χM (̃iν) in S is hybrid right (resp. left) ideal;

(ii) M is a right (resp. left) ideal of S.

Theorem 3.6. ([2, Theorem 2.12]). Let S be a regular right duo (resp. left duo, duo)
semigroup. Then the following assertions are equivalent:

(i) ĩν is a hybrid left ideal (resp. right ideal) of S;

(ii) ĩν is a hybrid bi-ideal of S.
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Theorem 3.7. For any S, the following assertions are equivalent:

(i) if k̃µ is a hybrid ideal of S, then k̃µ(r) = k̃µ(r2) for all r ∈ S;

(ii) S is intra-regular.

Proof. (i) ⇒ (ii) Let r ∈ S. Then I(r2) is an ideal of S and by Theorem 3.5,
χI(r2)(k̃µ)(r) = χI(r2)(k̃µ)(r2). Since r2 ∈ I(r2), we have χI(r2)(k̃)(r2) = U implies that

χI(r2)(k̃µ)(r) = U. Thus, r ∈ I(r2) and hence S is intra-regular.

(ii) ⇒ (i) Let r ∈ S. Then there exist x, y ∈ S such that r = xr2y. Let k̃µ be a

hybrid ideal of S. Then k̃µ(r) ≪ k̃µ(r2). Also,

k̃(r) = k̃(xr2y) = k̃((xrr)y) ⊇ k̃(xrr) ⊇ k̃(rr) = k̃(r2)

and µ(r) = µ(xr2y) = µ((xrr)y) ≤ µ(xrr) ≤ µ(rr) = µ(r2). Thus, k̃µ(r2) ≪ k̃µ(r)

and hence k̃µ(r) = k̃µ(r2). □

As a consequence of above two theorems, we have the following result.

Corollary 3.1. If S is a regular duo, then the following assertions are equivalent:

(i) if k̃ν is a hybrid bi-ideal in S, then k̃ν(r) = k̃ν(r2) for all r ∈ S;

(ii) S is intra-regular.

Theorem 3.8. If S is an intra-regular semigroup, then for every hybrid ideal k̃ν in

S, we have k̃ν(r1r2) = k̃ν(r2r1) for all r1, r2 ∈ S.

Proof. Let k̃ν be a hybrid ideal in S. Then by Theorem 3.7, we get k̃ν(r1r2) =
k̃ν((r1r2)

2) and k̃ν(r2r1) = k̃ν((r2r1)
2). Now

k̃(r1r2) = k̃(r1r2r1r2) ⊇ k̃(r1r2r1) ⊇ k̃(r2r1)

and k̃(r2r1) = k̃(r2r1r2r1) ⊇ k̃(r2r1r2) ⊇ k̃(r1r2). So, k̃(r1r2) = k̃(r2r1). Also,

ν(r1r2) = ν((r1r2)
2) = ν(r1r2r1r2) ≤ ν(r2r1)

and ν(r2r1) = ν((r2r1)
2) = ν(r2r1r2r1) ≤ ν(r1r2r1) ≤ ν(r1r2), so ν(r1r2) = ν(r2r1).

Therefore, k̃ν(ab) = k̃ν(r2r1). □

A semigroup S is called completely regular if for each r ∈ S, there exists t ∈ S such
that r = rtr and rt = tr. S is called left (resp. right) regular if for each r ∈ S there
exists t ∈ S such that r = tr2 (resp. r = r2t) [7].

Theorem 3.9. For any S, the following statements are equivalent:

(i) for every hybrid left ideal k̃µ (resp. right ideal) of S, we have k̃µ(r) = k̃µ(r2) for

all r ∈ S;

(ii) S is left regular (resp. right regular).

Proof. (i) ⇒ (ii) Let k̃µ be a hybrid left ideal in S. Then for any r ∈ S, we

have χL(r2)(k̃µ)(r) = χL(r2)(k̃µ)(r2) by Theorem 3.5. Since r2 ∈ L(r2), we have

χL(r2)(k̃)(r2) = U implies that χL(r2)(k̃µ)(r) = U. Thus, r ∈ L(r2) and hence S is
left-regular.
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(ii) ⇒ (i) Let s ∈ S. Then there exists x ∈ S such that s = xs2. Let k̃µ be a hybrid

left ideal S. Then k̃(s) = k̃(xs2) ⊇ k̃(s2) ⊇ k̃(s) and µ(s) = µ(xs2) ≤ µ(s2) ≤ µ(s).
So, k̃µ(s) = k̃µ(s2). □

Corollary 3.2. If S is regular left duo (resp. right duo), then the below assertions are

equivalent:

(i) if k̃µ is a hybrid bi-ideal of S, then k̃µ(r) = k̃µ(r2) for all r ∈ S;

(ii) S is right regular.

Proof. It is evident from Theorem 3.6 and Theorem 3.9. □

Theorem 3.10. ([2, Theorem 2.9]). Let ϕ ̸= X ⊆ S. Then X is bi-ideal if and only

if χX (̃iλ) is hybrid bi-ideal.

The equivalent conditions for complete regularity of a semigroup are given below.

Theorem 3.11. For any S, the following assertions are equivalent:

(i) for each hybrid bi-ideal j̃µ in S, we have j̃µ(r) = j̃µ(r2) for all r ∈ S;

(ii) S is completely regular;

(iii) for every hybrid left ideal j̃µ and hybrid right ideal k̃λ of S, we have j̃µ(r) =

j̃µ(r2) and k̃λ(r) = k̃λ(r2) for all r ∈ S.

Proof. (i) ⇒ (ii) Let j̃µ be a hybrid bi-ideal of S. Then for any r ∈ S, by Theorem 3.10
we have χB(r2)(j̃µ)(r) = χB(r2)(j̃µ)(r2) . Since r2 ∈ B(r2), we have χB(r2)(j̃)(r2) = U

implies that χB(r2)(j̃µ)(r) = U. Thus, r ∈ B(r2) and hence S is completely regular.

(ii) ⇒ (i) Let r ∈ S. Then there exists q ∈ S such that r = r2qr2. Let j̃µ be a
hybrid bi-ideal in S. Then j̃(r) = j̃(r2qr2) = j̃(r(rqr)r) ⊇ j̃(r) ∩ j̃(r) = j̃(r) and
µ(r) = µ(r2qr2) = µ(r(rqr)r) ≤ µ(r) ∨ µ(r) = µ(r). Therefore, j̃µ(r) = j̃µ(r2).

(ii) ⇔ (iii) It is evident from Theorem 3.9. □

A semigroup S is said to be right (resp. left) simple if S has no proper right (resp.
left) ideals of S. A semigroup S is said to be simple if S has no proper ideals.

A hybrid structure j̃ν in S is called a constant function if j̃ : S → P(U) and
ν : S → J are constant mappings.

A semigroup S is called hybrid right (resp. left) simple if every hybrid right (resp.
left) ideal of S over U is a constant function, and hybrid simple if every hybrid ideal
of S is a constant function.

Theorem 3.12. For any S, the following assertions are equivalent:

(i) S is hybrid left simple (resp. hybrid right simple, hybrid simple);
(ii) S is left simple (resp. right simple, simple).

Proof. (i) ⇒ (ii) Suppose S is hybrid left simple and let D be a left ideal of S. Then
χD(k̃µ) is hybrid left ideal. Since D ≠ ϕ, the constant value is U. So, every element
of S is in D. Thus, S = D and hence S is left simple.

(ii) ⇒ (i) Suppose S is hybrid left simple. Then for any w1, w2 ∈ S, we have Sw1 =
S = Sw2 implies w2 = xw1 and w1 = yw2 for some x, y ∈ S. Let k̃µ be a hybrid left
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ideal of S. Then k̃(w1) = k̃(yw2) ⊇ k̃(w2) = k̃(xw1) ⊇ k̃(w1) implies k̃(w1) = k̃(w2).
Also, µ(w1) = µ(yw2) ≤ µ(w2) = µ(xw1) ≤ µ(w1) implies µ(w1) = µ(w2). Thus, k̃µ is
a constant function and hence S is hybrid left simple. □

Theorem 3.13. Let S be a hybrid left (resp. right) simple semigroup. Then every

hybrid bi-ideal is hybrid right ideal (resp. hybrid left ideal).

Proof. Let k̃µ be any hybrid bi-ideal and u, v ∈ S. Then Su = S and there exists k ∈ S

such that v = ku, so uv = uku. Now k̃(uv) = k̃(uku) ⊇ k̃(u) ∩ k̃(u) = k̃(u) and
µ(uv) = µ(uku) ≤ µ(u). Therefore, k̃µ is hybrid right ideal. □
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ON GENERALIZED LAGRANGE-BASED APOSTOL-TYPE AND

RELATED POLYNOMIALS

WASEEM A. KHAN1

Abstract. In this article, we introduce a new class of generalized polynomials,
ascribed to the new families of generating functions and identities concerning La-
grange, Hermite, Miller-Lee, and Laguerre polynomials and of their associated forms.
It is shown that the proposed method allows the derivation of sum rules involving
products of generalized polynomials and addition theorems. We develop a point of
view based on generating relations, exploited in the past, to study some aspects of
the theory of special functions. The possibility of extending the results to include
generating functions involving products of Lagrange-based unified Apostol-type and
other polynomials is finally analyzed.

1. Introduction

The Lagrange polynomials in several variables, which are known as the Chan-
Chyan-Srivastava polynomials [2] are defined by means of the following generating
function

r
∏

j=1

(1 − xjt)
−αj =

∞
∑

n=0

g(α1,...,αr)
n (x1, . . . , xr)t

n,(1.1)

where αj ∈ C, j = 1, . . . , r, ♣t♣ < min¶♣x1♣
−1, . . . , ♣xr♣

−1♢, and are represented by

g(α1,...,αr)
n (x1, x2, . . . , xr) =

n
∑

kr−1=0

· · ·
k3
∑

k2

k2
∑

k1

(α1)k1

× (α2)k2−k1
· · · (αr−1)kr−1−kr−2

(αr)n−kr−1

Key words and phrases. Lagrange polynomials, Lagrange-Hermite polynomials, Lagrange-based
unified Apostol type polynomials, Miller-Lee polynomials, Laguerre polynomials.
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×
xk1

1

k1!

xk2−k1

2

(k2 − k1)!
· · ·

x
kr−1−kr−2

r−1

(kr−1 − kr−2)!

xn−kr−1
r

(n − kr − 1)!
,(1.2)

where (λ)0 := 1 and (λ)n = λ(λ + 1) · · · (λ + n − 1), n ∈ N := ¶1, 2, 3, . . . ♢.
Altin and Erkus [1] presented a multivariable extension of the so called Lagrange-

Hermite polynomials generated by (see [1, page 239, (1.2)]):
r
∏

j=1

(1 − xjt
j)−αj =

∞
∑

n=0

h(α1,··· ,αr)
n (x1, · · · xr)t

n,(1.3)

where αj ∈ C, j = 1, . . . , r, ♣t♣ < min¶♣x1♣
−1, ♣x2♣

− 1

2 , . . . , ♣xr♣
− 1

r ♢ and

h(α1,...,αr)
n (x1, · · · , xr) =

∑

k1+2k2+···+rkr=n

(α1)k1
· · · (αr)kr

xk1

1

k1!
· · ·

xkr
r

kr!
.

The special case when r = 2 in (1.3) is essentially a case which corresponds to the
familiar (two-variable) Lagrange-Hermite polynomials considered by Dattoli et al. [3]

(1 − x1t)
−α1(1 − x2t

2)−α2 =
∞
∑

n=0

h(α1,α2)
n (x1, x2)t

n.(1.4)

The multi-variable (Erkus-Srivastava) polynomials U
(α1,...,αr)
n,l1,...,lr

(x1, . . . , xr) defined by
the following generating function, (see [5, page 268, (3))]:

r
∏

j=1

(1 − xjt
lj )−αj =

∞
∑

n=0

U
(α1,...,αr)
n,l1,...,lr

(x1, . . . , xr)t
n,(1.5)

where αj ∈ C, j = 1, · · · , r, lj ∈ N, j = 1, . . . , r, ♣t♣ < min¶♣x1♣
−1, . . . , ♣xr♣

−1♢, are a
unification (and generalization) of several known families of multivariable polynomials
including (for example) the Chan-Chyan-Srivastava polynomials g(α1,...,αr)

n (x1, . . . , xr)
defined by (1.1) (see, for details, [5]). It is evident that the Chan-Chyan-Srivastava
polynomials g(α1,...,αr)

n (x1, . . . , xr) and the Lagrange-Hermite polynomials
h(α1,...,αr)

n (x1, . . . , xr) follow as the special cases of the Erkus-Srivastava polynomials

U
(α1,...,αr)
n,l1,...,lr

(x1, . . . , xr) when lj = 1, j = 1, . . . , r.
The generating function (1.5) yields the following explicit representation (see [5,

page 268, (4)]):

U
(α1,...,αr)
n,l1,...,lr

(x1, . . . , xr) =
∑

l1k1+···+lrkr=n

(α1)k1
· · · (αr)kr

xk1

1

k1!
· · ·

xkr
r

kr!
,

which, in the special case when lj = 1, j = 1, . . . , r, corresponds to (1.2).
Recently, Ozarslan [14] introduced the following unification of the Apostol-Bernoulli,

Apostol-Euler and Apostol-Genocchi polynomials. Explicitly Ozarslan studied the
following generating function:

f
(α)
a,b (x; t, a, b) =

(

21−ktk

βbet − ab

α

ext =
∞
∑

n=0

P
(α)
n,β (x; k, a, b)

tn

n!
,(1.6)
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where
∣

∣

∣

∣

∣

t + b ln

(

β

α

∣

∣

∣

∣

∣

< 2π, k ∈ N0, a, b ∈ R\¶0♢, α, β ∈ C.

For α = 1 in (1.6), we get

fa,b(x; t, a, b) =
21−ktk

βbet − ab
ext =

∞
∑

n=0

Pn,β(x; k, a, b)
tn

n!
,(1.7)

where
∣

∣

∣

∣

∣

t + b ln

(

β

α

∣

∣

∣

∣

∣

< 2π, k ∈ N0, a, b ∈ R\¶0♢, α, β ∈ C.

From (1.6) and (1.7), we have

P
(1)
n,β(x; k, a, b) = Pn,β(x; k, a, b), n ∈ N,

which is defined by Ozden and Simsek [16]. Now Ozden et al. [15] introduced many
properties of these polynomials. We give some specific special cases.

1. By substituting a = b = k = 1 and β = λ into (1.6), one has the Apostol-

Bernoulli polynomials P
(α)
n,β (x; 1, 1, 1) = P

(α)
n,λ (x; 1, 1, 1), which are defined by means of

the following generating function


t

λet − 1

α

ext =
∞
∑

n=0

B(α)
n (x; λ)

tn

n!
, ♣t + log λ♣ < 2π,(1.8)

(see for details [6–13] and also, the references cited in each of these earlier works).
For λ = α = 1 in (1.8), the result reduces to

t

et − 1
ext =

∞
∑

n=0

Bn(x)
tn

n!
, ♣t♣ < 2π,

where Bn(x) denotes the classical Bernoulli polynomials (see from example [17, 18],
see also the references cited in each of these earlier works).

2. If we substitute b = 1, k = 0, a = −1 and β = λ into (1.6), we have the

Apostol-Euler polynomials P
(α)
n,λ (x; 0, −1, 1) = E(α)

n (x, λ)



2

λet + 1

α

ext =
∞
∑

n=0

E(α)
n (x; λ)

tn

n!
, ♣t + log λ♣ < π,(1.9)

(see for details [6–13] and also the references cited in each of these earlier works).
For λ = α = 1 in (1.9), the result reduces to

2

et + 1
ext =

∞
∑

n=0

En(x)
tn

n!
, ♣t♣ < π,

where En(x) denotes the classical Euler polynomials (see from example [14–18] and
also the references cited in each of these earlier works).
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3. By substituting b = α = 1, k = 1, a = −1 and β = λ into (1.6), one has

the Apostol-Genocchi polynomials P
(1)
n,β(x; 1, −1, 1) = 1

2
Gn(x; λ), which is defined by

means of the following generating function

2t

λet + 1
ext =

∞
∑

n=0

Gn(x; λ)
tn

n!
, ♣t + log λ♣ < π,

(see for details [6–18] and also the references cited in each of these earlier works).
4. By substituting x = 0 in the generating function (1.6), we obtain the correspond-

ing unification of the generating functions of Bernoulli, Euler and Genocchi numbers
of higher order. Thus, we have

P
(α)
n,β (0; k, a, b) = P

(α)
n,β (k, a, b), n ∈ N.

The generalized Stirling numbers of the second kinds S(n, ν, a, b, β) of order ν are
defined in [16] as follows:

∞
∑

n=0

S(n, ν, a, b, β)
tn

n!
=

(βbet − ab)ν

ν!
.(1.10)

On setting β = λ, a = b = 1, (1.10) reduces to

∞
∑

n=0

S(n, ν, λ)
tn

n!
=

(λet − 1)ν

ν!
.

The outline of this paper is as follows. In Section 2, we introduce the Lagrange-based
unified Apostol-type polynomials and investigate some properties. In Section 3, we in-
troduce Miller-Lee polynomials and derive some relationship between Lagrange-based
unified Apostol-type polynomials. In Section 4, we introduce Laguerre polynomials
and obtain some properties of Laguerre and Lagrange-based unified Apostol-type
polynomials.

2. Lagrange-Based Unified Apostol-type Polynomials

In this section, we connect the Lagrange polynomials in several variables with
Hermite and Apostol-Bernoulli, Apostol-Euler and Apostol-Genocchi polynomials.
The resulting formulae allow a considerable unification of various special results that
appear in the literature.

Definition 2.1. The Lagrange-based unified Apostol-type polynomials

T
(α1,··· ,αr)
n,β,k (x♣x1, . . . xr; a, b) in several variables by means of the following generating

function:
(

21−ktk

βbet − ab



ext
r
∏

j=1

(1 − xjt
j)−αj =

∞
∑

n=0

T
(α1,··· ,αr)
n,β,k (x♣x1, . . . xr; a, b)tn,(2.1)
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which, for ordinary case r = 2, (2.1) reduces to the Lagrange-based unified Apostol-
type Hermite polynomials

(

21−ktk

βbet − ab



ext(1 − x1t)
−α1(1 − x2t

2)−α2 =
∞
∑

n=0

HY
(α1,α2)

n,β (x♣x1, x2; k, a, b)tn.(2.2)

In particular, when x1 = x2 = 0, (2.2) reduces to unified Apostol-type polynomials
Yn,β(x; k, a, b) defined by

(

21−ktk

βbet − ab



ext =
∞
∑

n=0

Yn,β(x; k, a, b)
tn

n!
.

The Lagrange-based unified Apostol-type Hermite polynomials of order α are defined
by

(

21−ktk

βbet − ab

α

ext(1 − x1t)
−α1(1 − x2t

2)−α2 =
∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn.(2.3)

Note that

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) =
n
∑

m=0

h(α1,α2)
m (x1, x2)

Y
(α)

n−m,β(x; k, a, b)

(n − m)!
.

On setting α = x = 0 in (2.3), the result reduces to (1.4). For α = 1, (2.3) reduces
to (2.2).

The Lagrange-based unified Apostol-type polynomials of order α are defined by
(

21−ktk

βbet − ab

α

ext(1 − x1t)
−α1(1 − x2t)

−α2 =
∞
∑

n=0

Y g
(α|α1,α2)
n.β (x♣x1, x2; k, a, b)tn.(2.4)

Thus, we have

Y g
(α|α1,α2)
n,β (x♣x1, x2; k, a, b) =

n
∑

m=0

g(α1,α2)
m (x1, x2)

Y
(α)

n−m,β(x; k, a, b)

(n − m)!
.

On taking x = 0 in (2.4), the result reduces to
(

21−ktk

βbet − ab

α

(1 − x1t)
−α1(1 − x2t)

−α2 =
∞
∑

n=0

Y g
(α|α1,α2)
n,β (x1, x2; k, a, b)tn,

where

Y g
(α|α1,α2)
n,β (0♣x1, x2; k, a, b) = Y g

(α|α1,α2)
n,β (x1, x2; k, a, b).

Remark 2.1. By substituting a = b = k = 1 and β = λ in (2.3), we get the generalized
Lagrange-based Apostol-Bernoulli polynomials by means of the following generating
function



t

λet − 1

α

ext(1 − x1t)
−α1(1 − x2t)

−α2 =
∞
∑

n=0

BH
(α|α1,α2)
n,λ (x♣x1, x2)t

n.(2.5)



870 W. A. KHAN

For λ = 1 in (2.5), the result reduces to the known result of Khan and Pathan [8]
as follows



t

et − 1

α

ext(1 − x1t)
−α1(1 − x2t)

−α2 =
∞
∑

n=0

BH(α|α1,α2)
n (x♣x1, x2)t

n.

Remark 2.2. If we substitute b = α = 1, k = 0, a = −1 and β = λ into (2.3), we get
the generalized Lagrange-based Apostol-Euler polynomials by means of the following
generating function



2

λet + 1

α

ext(1 − x1t)
−α1(1 − x2t)

−α2 =
∞
∑

n=0

EH
(α|α1,α2)
n,λ (x♣x1, x2)t

n.

Remark 2.3. By substituting b = α = 1, k = 1, a = −1
2

and β = λ
2

into (2.3), we
obtain the generalized Lagrange-based Apostol-Genocchi polynomials by means of
the following generating function



2t

λet + 1

α

ext(1 − x1t)
−α1(1 − x2t)

−α2 =
∞
∑

n=0

GH
(α|α1,α2)
n,λ (x♣x1, x2)t

n.

Theorem 2.1. The following summation formula for Lagrange-Hermite polynomials

h(α1,α2)
n (x1, x2) holds true:

h(α1,α2)
n (x1, x2) =

n
∑

m=0

HY
(α1,α2)

n−m,β (x♣x1, x2; k, a, b)
(−x)m

m!
.(2.6)

Proof. For α = 0 in (2.3), we have

e−xt
∞
∑

n=0

HY
(α1,α2)

n,β (x♣x1, x2; k, a, b)tn =(1 − x1t)
−α1(1 − x2t

2)−α2

×
∞
∑

m=0

(−x)mtm

m!

∞
∑

n=0

HY
(α1,α2)

n,β (x♣x1, x2; k, a, b)tn

=
∞
∑

n=0

h(α1,α2)
n (x1, x2)t

n.

Replacing n by n − m in L. H. S, we have
∞
∑

n=0

n
∑

m=0

HY
(α1,α2)

n−m,β (x♣x1, x2; k, a, b)
(−x)m

m!
tn =

∞
∑

n=0

h(α1,α2)
n (x1, x2)t

n.

Comparing the coefficients of tn on both sides, we get (2.6). □

Theorem 2.2. The following summation formula for the Lagrange-based unified

Apostol-type Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) holds true:

HY
(α|α1,α2)

n,β (x + y♣x1, x2; k, a, b) =
n
∑

m=0

HY
(α|α1,α2)

n−m,β (x♣x1, x2; k, a, b)
ym

m!
.(2.7)
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Proof. From (2.3), we have
(

21−ktk

βbet − ab

α

e(x+y)t(1 − x1t)
−α1(1 − x2t

2)−α2

=
∞
∑

n=0

HY
(α|α1,α2)

n,β (x + y♣x1, x2; k, a, b)tn

=

(

21−ktk

βbet − ab

α

exteyt(1 − x1t)
−α1(1 − x2t

2)−α2

=
∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn
∞
∑

m=0

ym tm

m!
.

Replacing n by n − m in above equation and comparing the coefficients of tn on
both sides, we get the result (2.7). □

Theorem 2.3. The following summation formula for the Lagrange-based unified

Apostol-type Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) holds true:

HY
(α+γ|α1+α2,α3+α4)

n,β (x + y♣x1, x2; k, a, b)

=
n
∑

m=0

HY
(α|α1,α3)

n−m,β (x♣x1, x2; k, a, b)HY
(γ|α2,α4)

m,β (y♣x1, x2; k, a, b).(2.8)

Proof. By using definition (2.3), we have

∞
∑

n=0

HY
(α+γ|α1+α2,α3+α4)

n,β (x + y♣x1, x2; k, a, b)tn

=

(

21−ktk

βbet − ab

α+γ

e(x+y)t(1 − x1t)
−α1−α2(1 − x2t

2)−α3−α4

=
∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn
∞
∑

m=0

HY
(γ|α3,α4)

m,β (y♣x1, x2; k, a, b)tm.

Replacing n by n − m in above equation, we have
∞
∑

n=0

HY
(α+γ|α1,α2)

n,β (x + y♣x1, x2; k, a, b)tn

=
∞
∑

n=0

(

n
∑

m=0

HY
(α|α1,α3)

n−m,β (x♣x1, x2; k, a, b)HY
(γ|α2,α4)

m,β (y♣x1, x2; k, a, b)



tn.

Comparing the coefficients of tnon both sides, we get the result (2.8). □

Theorem 2.4. The following summation formula for the Lagrange-based unified

Apostol-type Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) holds true:

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) =
n
∑

m=0

HY
(α|α1,α2)

n−m,β (x − z♣x1, x2; k, a, b)
zm

m!
.(2.9)
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Proof. By exploiting the generating function (2.3), we have
(

21−ktk

βbet − ab

α

e(x−z)tezt(1 − x1t)
−α1(1 − x2t

2)−α2

=
∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn

=
∞
∑

n=0

HY
(α|α1,α2)

n,β (x − z♣x1, x2; k, a, b)tn
∞
∑

m=0

zm tm

m!
.

Replacing n by n − m in above equation, we have
∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn =
∞
∑

n=0

(

n
∑

m=0

HY
(α|α1,α2)

n−m,β (x − z♣x1, x2; k, a, b)
zm

m!



tn.

Comparing the coefficients of tn on both sides, we get the result (2.9). □

Theorem 2.5. The following summation formula for the Lagrange-based unified

Apostol-type Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) holds true:

HY
(α+γ|α1,α2)

n,β (x♣x1, x2; k, a, b) =
n
∑

m=0

HY
(α|α1,α2)

n−m,β (z♣x1, x2; k, a, b)

×
HY

(γ|0,0)
m,β (x − z; k, a, b)

m!
.(2.10)

Proof. Going back to the generating function (2.3), we have
∞
∑

n=0

HY
(α+γ|α1,α2)

n,β (x♣x1, x2; k, a, b)tn

=

(

21−ktk

βbet − ab

α

ezt(1 − x1t)
−α1(1 − x2t

2)−α2

(

21−ktk

βbet − ab

γ

e(x−z)t

=
∞
∑

n=0

HY (α|α1,α2)
n (z♣x1, x2; k, a, b)tn

∞
∑

m=0

HY
(γ|0,0)

m,β (x − z; k, a, b)tm

m!
.

Replacing n by n − m in above equation and comparing the coefficients of tn on both
sides, we get the result (2.10). □

Theorem 2.6. The following implicit summation formula for the Lagrange-based

unified Apostol-type Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) holds true:

HY
(α|α1+β1,α2+β2)

n,β (x♣x1, x2; k, a, b) =
n
∑

m=0

HY
(α|α1,α2)

n−m,β (x♣x1, x2; k, a, b)h(β1,β2)
m (x1, x2).

(2.11)

Proof. Using definition (2.3), we have
∞
∑

n=0

HY
(α|α1+β1,α2+β2)

n,β (x♣x1, x2; k, a, b)tn
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=

(

21−ktk

βbet − ab

α

ext(1 − x1t)
−α1−β1(1 − x2t

2)−α2−β2

=
∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn
∞
∑

m=0

h(β1,β2)
m (x1, x2)t

m.

Replacing n by n − m in above equation, we have

∞
∑

n=0

HY
(α|α1+β1,α2+β2)

n,β (x♣x1, x2; k, a, b)tn

=
∞
∑

n=0

n
∑

m=0

HY
(α|α1,α2)

n−m,β (x♣x1, x2; k, a, b)h(β1,β2)
m (x1, x2)t

n.

Comparing the coefficients of tn on both sides, we get the result (2.11). □

Theorem 2.7. There is the following relation between the Apostol-type Stirling num-

bers of second kind and Lagrange-based unified Apostol-type Hermite polynomials

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b):

abαα!
n
∑

r=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)
S


r, α,
(

β

a

b


r!

=

{

0, for n < kα,

2(1−k)αh
(α1,α2)
n−kα (x♣x1, x2), for n ≥ kα,

(2.12)

with α ∈ N0 = N ∪ ¶0♢ and k ∈ N fixed.

Proof. By using equation (2.3) and (1.10), we have

∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn

=

(

21−ktk

βbet − ab

α

ext(1 − x1t)
−α1(1 − x2t

2)−α2

=
2(1−k)αtkα

abα



(

β

a

b
et − 1

α ext(1 − x1t)
−α1(1 − x2t

2)−α2

=
2(1−k)αtkαext(1 − x1t)

−α1(1 − x2t
2)−α2

abαα!
∞
∑

r=0
S


r, α,
(

β

a

b


tr

r!

,

(

∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn





abαα!
∞
∑

r=0

S



r, α,

(

β

a

b




tr

r!





=2(1−k)αtkα
∞
∑

n=0

h(α1,α2)
n (x♣x1, x2)

tn

n!
,
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abαα!
∞
∑

n=0





n
∑

r=0

HY
(α|α1,α2)

n−r,β (x♣x1, x2; k, a, b)S



r, α,

(

β

a

b




1

r!



 tn

=2(1−k)α
∞
∑

n=0

h
(α1,α2)
n−kα (x♣x1, x2)

tn

(n − kα)!
.

By comparing the coefficients of tn

n!
, we obtain the desired result (2.12). □

Theorem 2.8. There is the following relation between the Apostol-type Stirling num-

bers of second kind and Lagrange-based unified Apostol-type Hermite polynomials

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b):

γ!
n
∑

r=0

HY
(α|α1,α2)

n−r,β (x♣x1, x2; k, a, b)
S (r, γ, a, b, β)

r!

=

{

0, for n < kγ,

2(1−k)γ
HY

(α−γ|α1,α2)
n−kγ,β (x♣x1, x2; k, a, b), for n ≥ kγ,

(2.13)

with γ ∈ N0 and k ∈ N fixed.

Proof. From (2.3) and (1.10), we have
∞
∑

n=0

HY
(α−γ|α1,α2)

n,β (x♣x1, x2; k, a, b)tn

=

(

21−ktk

βbet − ab

α−γ

ext(1 − x1t)
−α1(1 − x2t

2)−α2

=

(

21−ktk

βbet − ab

α

ext(1 − x1t)
−α1(1 − x2t

2)−α2

(

βbet − ab

21−ktk

γ

,

2(1−k)γ
∞
∑

n=0

HY
(α−γ|α1,α2)

n,β (x♣x1, x2; k, a, b)tn+kγ

=γ!
∞
∑

n=0

(

n
∑

r=0

HY
(α|α1,α2)

n−r,β (x♣x1, x2; k, a, b)
S (r, γ, a, b, β)

r!



tn.

Comparing the coefficients of tn on both sides, we get the desired result (2.13). □

Theorem 2.9. The following implicit summation formula involving the Lagrange-ba-

sed unified Apostol-type Hermite polynomials HY (α|α1,α2)
n (x♣x1, x2; k, a, b) and

Lagrange-based unified Apostol-type polynomials Y g
(α|α1,α2)
n,β (x♣x1, x2; k, a, b) holds true:

n
∑

m=0

HY
(α|α1,α2)

n−m,β (x♣x1, x2; k, a, b)
(γ)mym

m!
=

n
∑

m=0

Y g
(α|γ,α2)
n−m,β (x♣y, x2; k, a, b)

xm
1 (α1)m

m!
.

(2.14)

Proof. We first start with the generating function (2.3). On multiplying both the
sides by (1 − yt)−γ and interpreting the result using (2.4) and series expansion of
(1 − yt)−γ, we get the required result (2.14). □
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3. Lagrange-Based Unified Apostol-Type Miller-Lee Polynomials

The definitions (2.3) and (2.4) can be exploited in a number of ways and provide a
useful tool to frame known and new generating functions in the following way.

As a first example, we set α = α2 = 0, α1 = m + 1, x1 = 1 in (2.3) to get

ext(1 − t)−m−1 =
∞
∑

n=0

G(m)
n (x)tn, ♣t♣ < 1,

where G(m)
n (x) are called the Miller-Lee polynomials (see [4, page 21, (1.11)]).

Another example is the definition of Lagrange-based Apostol-type Hermite-Miller-

Lee polynomials Y HG
(m,α|α1,α2)
n,β (x♣x1, x2; k, a, b) given by the following generating func-

tion

(

21−ktk

βbet − ab

α

ext (1 − x1t)
−α1(1 − x2t

2)−α2

(1 − t)m+1
=

∞
∑

n=0

Y HG
(m,α|α1,α2)
n,β (x♣x1, x2; k, a, b)

tn

n!
,

(3.1)

which for α = 0 reduces to

(1 − x1t)
−α1(1 − x2t

2)−α2

(1 − t)m+1
ext =

∞
∑

n=0

HG(m|α1,α2)
n (x♣x1, x2)

tn

n!
,

where HG(m|α1,α2)
n (x♣x1, x2) are called the Lagrange-based Hermite-Miller-Lee polyno-

mials.
Putting α1 = α2 = 0 into (3.1) gives

(

21−ktk

βbet − ab

α
ext

(1 − t)m+1
=

∞
∑

n=0

Y G
(m,α)
n,β (x; k, a, b)

tn

n!
,(3.2)

where Y G
(m,α)
n,β (x; k, a, b) are called the Apostol-type Miller-Lee polynomials.

Theorem 3.1. The following relationship between Lagrange-based unified Apostol-type

Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b), Apostol-type Miller-Lee polynomials

Y G
(m,α)
n,β (x; k, a, b) and Miller-Lee polynomials G(m)

n (x) holds true:

Y G
(m,α)
n,β (x; k, a, b) =

n
∑

r=0



n

r



Y
(α)

n−r,β(k, a, b)G(m)
r (x)

=n!

[ n
2

]
∑

r=0

(−α2)r(x2)
r

r!
HY

(α|m+1,α2)
n−2r,β (x♣1, x2; k, a, b).(3.3)

Proof. For x1 = 1 and α1 = m + 1 in (2.3) and using (3.2), we have
(

21−ktk

βbet − ab

α

ext(1 − t)−m−1 =
∞
∑

n=0

Y G
(m,α)
n,β (x; k, a, b)

tn

n!

=(1 − x2t
2)α2

∞
∑

n=0

HY
(α|m+1,α2)

n,β (x♣1, x2; k, a, b)tn,
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which on using binomial expansion takes the form
∞
∑

n=0

Y
(α)

n,β (k, a, b)
tn

n!

∞
∑

r=0

G(m)
r (x)tr =

∞
∑

r=0

(−α2)r(x2)
rt2r

r!

×
∞
∑

n=0

HY
(α|m+1,α2)

n,β (x♣1, x2; k, a, b)tn.

Replacing n by n − r in above equation, we have
∞
∑

n=0

Y G
(m,α)
n,β (x; k, a, b)

tn

n!
=

∞
∑

n=0

n
∑

r=0

Y
(α)

n−r,β(k, a, b)G(m)
r (x)

tn

(n − r)!

=
∞
∑

n=0

[ n
2

]
∑

r=0

(−α2)r(x2)
r

r!
HY

(α|m+1,α2)
n−2r,β (x♣1, x2; k, a, b)tn.

Finally, comparing the coefficients of tn, we get (3.3). □

Remark 3.1. Equation (3.3) is obviously a series representation of the Apostol-type

Miller-Lee polynomials Y G
(m,α)
n,β (x; k, a, b) linking Lagrange-based unified Apostol-type

Hermite polynomials and Miller-Lee polynomials.

Theorem 3.2. The following relationship holds true:

HY
(α|α1+m+1,α2)

n,β (x + y♣x1, x2; k, a, b) =
n
∑

r=0

HY
(α|α1,α2)

n−r,β (y♣x1, x2; k, a, b)G(m)
r



x

x1



xr
1.

(3.4)

Proof. On replacing x by x + y and α1 by α1 + m + 1, respectively in (2.3), we have
(

21−ktk

βbet − ab

α

e(x+y)t(1 − x1t)
−m−1(1 − x1t)

−α1(1 − x2t
2)−α2

=
∞
∑

n=0

HY
(α|α1+m+1,α2)

n,β (x + y♣x1, x2; k, a, b)tn,

which can be written as
∞
∑

n=0

HY
(α|α1,α2)

n,β (y♣x1, x2; k, a, b)tn
∞
∑

r=0

G(m)
r



x

x1



xr
1t

r

=
∞
∑

n=0

HY
(α|α1+m+1,α2)

n,β (x + y♣x1, x2; k, a, b)tn.

Now replacing n by n − r in the left hand side of the above equation, we get

∞
∑

n=0

n
∑

r=0

HY
(α|α1,α2)

n−r,β (y♣x1, x2; k, a, b)G(m)
r



x

x1



xr
1t

n

=
∞
∑

n=0

HY (α|α1+m+1,α2)
n (x + y♣x1, x2; k, a, b)tn.

Finally, comparing the coefficients of tn, we get the result (3.4). □
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Theorem 3.3. The following relationship holds true:
n
∑

r=0

Y
(α)

n−r,β(k, a, b)HG(m|α1,α2)
r (x♣x1, x2)

r!

(n − r)!

=
n
∑

r=0

(α1)rx
r
1HY

(α|m+1,α2)
n−r,β (x♣1, x2; k, a, b).(3.5)

Proof. For α1 = m + 1 and x1 = 1 in (2.3), we have
(

21−ktk

βbet − ab

α

ext(1 − t)−m−1(1 − x2t
2)−α2 =

∞
∑

n=0

HY
(α|m+1,α2)

n,β (x♣1, x2; k, a, b)tn.

Multiplying both sides by (1 − x1t)
−α1 , we have

∞
∑

n=0

Y
(α)

n,β (k, a, b)
tn

n!

∞
∑

r=0

HG(m|α1,α2)
r (x♣x1, x2)t

r

=7(1 − x1t)
−α1

∞
∑

n=0

HY
(α|m+1,α2)

n,β (x♣1, x2; k, a, b)tn

=
∞
∑

r=0

(α1)rx
r
1

tr

r!

∞
∑

n=0

HY
(α|m+1,α2)

n,β (x♣1, x2; k, a, b)tn.

Now replacing n by n − r in the above equation, we get
∞
∑

n=0

n
∑

r=0

Y
(α)

n−r,β(k, a, b)HG(m|α1,α2)
r (x♣x1, x2)

tn

(n − r)!

=
∞
∑

n=0

n
∑

r=0

(α1)rx
r
1HY

(α|m+1,α2)
n−r,β (x♣1, x2; k, a, b)

tn

r!
.

Comparing the coefficients of tn on both sides, we get the result (3.5). □

4. Lagrange-Based Unified Apostol-Type Laguerre Polynomials

In this section, we shall be interested in the connection between the Lagrange-based

unified Apostol-type Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) and Laguerre

polynomials L(m)
n (x).

For x2 = 0, x1 = −1, α1 = −m and α2 = 0 in equation (2.3), we have
(

21−ktk

βbet − ab

α

ext(1 + t)m =
∞
∑

n=0

LY
(α|m)

n,β (x; k, a, b)
tn

n!
,(4.1)

where HY
(α|−m,0)

n,β (x♣ − 1, 0; k, a, b) = LY
(α|m)

n,β (x; k, a, b) are called the generalized
Laguerre-based unified Apostol-type polynomials.

When α = 0 in (4.1), Y L
(α|m)
n,β (x; k, a, b) reduces to ordinary Laguerre polynomials

L(m)
n (x) as follows (see [19])

∞
∑

n=0

L(α)
n (x)tn = (1 − t)−1−α exp



−xt

1 − t



.
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Theorem 4.1. The following relationship between Lagrange-based unified Apostol-type

Hermite polynomials HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b) and Laguerre polynomials L(m)
n (x)

holds true:
n
∑

r=0

HY
(α|α1,α2)

n−r,β (x♣x1, x2; k, a, b)L(m−r)
r (y)

=
n
∑

r=0

(α)rx
r
1HY

(α|−m,α2)
n−r,β (x + y♣ − 1, x2; k, a, b)

1

r!
.(4.2)

Proof. Replacing x by x + y and setting x1 = −1, α1 = −m in (2.3), we have
(

21−ktk

βbet − ab

α

e(x+y)t(1 + t)m(1 − x2t
2)−α2 =

∞
∑

n=0

HY
(α|−m,α2)

n,β (x + y♣ − 1, x2; k, a, b)tn.

Multiplying both sides (1 − x1t)
−α1 , we have

(

21−ktk

βbet − ab

α

e(x+y)t(1 + t)m(1 − x1t)
−α1(1 − x2t

2)−α2

=(1 − x1t)
−α1

∞
∑

n=0

HY
(α|−m,α2)

n,β (x + y♣ − 1, x2; k, a, b)tn,

∞
∑

n=0

HY
(α|α1,α2)

n,β (x♣x1, x2; k, a, b)tn
∞
∑

r=0

L(m−r)
r (y)tr

=
∞
∑

r=0

(α)r(x1)
rtr

r!

∞
∑

n=0

HY
(α|−m,α2)

n,β (x + y♣ − 1, x2; k, a, b)tn.

Replacing n by n − r in above equation, we have
∞
∑

n=0

n
∑

r=0

HY
(α|α1,α2)

n−r,β (x♣x1, x2; k, a, b)L(m−r)
r (y)tn

=
∞
∑

n=0

n
∑

r=0

(α)rx
r
1HY

(α|−m,α2)
n−r,β (x + y♣ − 1, x2; k, a, b)

tn

r!
.

Comparing the coefficients of tn on both sides, we get (4.2). □

Theorem 4.2. The following relationship holds true:
n
∑

k=0

Y
(α)

n−k,β(x; k, a, b)L
(m−k)
k (y)

1

(n − k)!
= HY

(α|−m,0)
n,β (x + y♣ − 1, 0; k, a, b).(4.3)

Proof. Replacing x by x + y and setting x1 = −1, α1 = −m and α2 = 0 in equation
(2.3), we have

(

21−ktk

βbet − ab

α

e(x+y)t(1 + t)m =
∞
∑

n=0

HY
(α|−m,0)

n,β (x + y♣ − 1, 0; k, a, b)tn,

∞
∑

n=0

Y
(α)

n,β (x; k, a, b)
tn

n!

∞
∑

k=0

L
(m−k)
k (y)tk =

∞
∑

n=0

HY
(α|−m,0)

n,β (x + y♣ − 1, 0; k, a, b)tn.
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Replacing n by n − k in the left hand side of the above equation, we have

∞
∑

n=0

n
∑

k=0

Y
(α)

n−k,β(x; k, a, b)L
(m−k)
k (y)

tn

(n − k)!
=

∞
∑

n=0

HY
(α|−m,0)

n,β (x + y♣ − 1, 0; k, a, b)tn.

Comparing the coefficients of tn on both sides, we get (4.3). □

Theorem 4.3. The following relationship holds true:

n
∑

k=0

HY
(α|−m+α1,α2)

n−k,β (x♣x1, x2; k, a, b)(−x1)
kL

(m−k)
k (y/x1)

=HY
(α|−m+α1,α2)

n,β (x − y♣x1, x2; k, a, b).(4.4)

Proof. Replacing α1 by −m + α1 and x → x − y in (2.3), we have
(

21−ktk

βbet − ab

α

e(x−y)t(1 − x1t)
m−α1(1 − x2t

2)−α2

=
∞
∑

n=0

HY
(α|−m+α1,α2)

n,β (x − y♣x1, x2; k, a, b)tn,

∞
∑

n=0

HY
(α|−m+α1,α2)

n,β (x♣x1, x2; k, a, b)tn
∞
∑

k=0

(−x1)
ktkL

(m−k)
k (y/x1)

=
∞
∑

n=0

HY
(α|−m+α1,α2)

n,β (x − y♣x1, x2; k, a, b)tn.

Replacing n by n − k in the left hand side of the above equation, we have

∞
∑

n=0

n
∑

k=0

HY
(α|−m+α1,α2)

n−k,β (x♣x1, x2; k, a, b)(−x1)
kL

(m−k)
k (y/x1)t

n

=
∞
∑

n=0

HY
(α|−m+α1,α2)

n,β (x − y♣x1, x2; k, a, b)tn.

Comparing the coefficients of tn on both sides, we get (4.4). □

Theorem 4.4. The following relationship holds true:

n
∑

k=0

L
(m−k)
k (y)

Y
(α)

n−k,β(x; k, a, b)

(n − k)!
= HY

(α|−m,0)
n,β (x + y♣ − 1, 0; k, a, b).(4.5)

Proof. For x1 = −1, α1 = −m, α2 = 0, x −→ x − y in (2.3), we have
(

21−ktk

βbet − ab

α

e(x−y)t(1 + t)m =
∞
∑

n=0

HY
(α|−m,0)

n,β (x − y♣ − 1, 0; k, a, b)tn,

∞
∑

n=0

Y
(α)

n,β (x; k, a, b)
tn

n!

∞
∑

k=0

L
(m−k)
k (−y)tk =

∞
∑

n=0

HY
(α|−m,0)

n,β (x − y♣ − 1, 0; k, a, b)tn.
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Replacing n by n − k in the left hand side of the above equation, we have

∞
∑

n=0

n
∑

k=0

Y
(α)

n−k,β(x; k, a, b)L
(m−k)
k (−y)

tn

(n − k)!
=

∞
∑

n=0

HY
(α|−m,0)

n,β (x − y♣ − 1, 0; k, a, b)tn.

Finally, replacing y by −y and comparing the coefficients of tn, we get (4.5). □

Theorem 4.5. The following relationship holds true:

n
∑

r=0



n

r



LY
(α|m)

n−r,β (x; k, a, b)LY
(γ|k)

r,β (y; k, a, b) = n!HY
(α+γ|−m−k,0)

n,β (x + y♣ − 1, 0; k, a, b).

(4.6)

Proof. Replacing α by α + γ, x → x + y and setting x1 = −1, α1 = −m − k, α2 = 0
in (2.4), we have

(

21−ktk

βbet − ab

α+γ

e(x+y)t(1 + t)m+k

=
∞
∑

n=0

HY
(α+γ|−m−k,0)

n,β (x + y♣ − 1, 0; k, a, b)tn,

(

21−ktk

βbet − ab

α

ext(1 + t)m

(

21−ktk

βbet − ab

γ

eyt(1 + t)k

=
∞
∑

n=0

HY
(α+γ|−m−k,0)

n,β (−x − y♣ − 1, x2; k, a, b)tn,

(

21−ktk

βbet − ab

α

ext(1 + t)m

(

21−ktk

βbet − ab

γ

eyt(1 + t)k

=
∞
∑

n=0

HY
(α+γ|−m−k,0)

n,β (x + y♣ − 1, x2; k, a, b)tn,

which leads directly to

∞
∑

n=0

LY
(α|m)

n,β (x; k, a, b)
tn

n!

∞
∑

r=0

LY
(γ|k)

r,β (y; k, a, b)
tr

r!

=
∞
∑

n=0

HY
(α+γ|−m−k,0)

n,β (x + y♣ − 1, 0; k, a, b)tn.

Replacing n by n − r in the left hand side of the above equation, we have

∞
∑

n=0

(

n
∑

r=0



n

r



LY
(α|m)

n−r,β (x; k, a, b)LY
(γ|k)

r,β (y; k, a, b)



tn

n!

=
∞
∑

n=0

HY
(α+γ|−m−k,0)

n,β (x + y♣ − 1, 0; k, a, b)tn.

Now comparing the coefficients of tn, we get (4.6). □
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ON THE COMPOSITION OF CONDITIONAL EXPECTATION AND

MULTIPLICATION OPERATORS

YOUSEF ESTAREMI1,2

Abstract. In this paper, first we provide some necessary and sufficient conditions
for quasi- normality and quasi- hyponormality of weighted conditional type operators.
And then the spectrum, residual spectrum, point spectrum and spectral radius of
weighted conditional type operators are computed. As an application, we give an
equivalent conditions for weighted conditional type operators to be quasinilpotent.
Also, some examples are provided to illustrate concrete applications of the main
results.

1. Introduction and Preliminaries

This paper is about an important operator in statistics and analysis, that is called
conditional expectation. Theory of conditional type operators is one of important
arguments in the connection of operator theory and measure theory. By the projection
theorem, the conditional expectation E(X) is the best mean square predictor of X
in range E, also in analysis it is proved that lots of operators are of the form E
and of the form of combinations of E and multiplications operators. Conditional
expectations have been studied in an operator theoretic setting, by, for example in [8],
S.-T. C. Moy characterized all operators on Lp of the form f → E(fg) for g in Lq with
E(♣g♣) bounded, P. G. Dodds, C. B. Huijsmans and B. De Pagter [1], extended these
characterizations to the setting of function ideals and vector lattices and J. Herron
presented some assertions about the operator EMu on Lp spaces in [6]. Also, some
results about multiplication conditional expectation operators can be found in [5,7].
In [3] we investigated some classic properties of multiplication conditional expectation
operators MwEMu on Lp spaces.

Key words and phrases. Conditional expectation, spectrum, point spectrum, spectral radius.
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Let (X, Σ, µ) be a σ-finite measure space. For any sub-algebra A ⊆ Σ, the Lp-
space Lp(X,A, µ♣A) is abbreviated by Lp(A), and its norm is denoted by ∥.∥p, where
1 ≤ p < ∞. All comparisons between two functions or two sets are to be interpreted
as holding up to a µ-null set. The support of a measurable function f is defined as
S(f) = ¶x ∈ X : f(x) ̸= 0♢. We denote the vector space of all equivalence classes of
almost everywhere finite valued measurable functions on X by L0(Σ).

The notion of conditional expectation plays an important role throughout the
paper and so we recall the definition and some elementary properties for the reader’s
covenience. Let (X, Σ, µ) be a σ-finite measure space and A ⊆ Σ be a σ-finite
subalgebra of Σ. For all non-negative Σ-measurable functions like f as well as for all
f ∈ Lp(Σ), we denote by EAf , the (µ-a.e.) unique A-measurable function with the
property that

∫

A
fdµ =

∫

A
EAfdµ, for all A ∈ A.

The existence of EA(f) is a consequence of the Radon-Nikodym theorem. The function
EA(f) is called conditional expectation of f with respect to A. As an operator on
Lp(Σ), EA is idempotent and EA(Lp(Σ)) = Lp(A). This operator will play a major
role in our work. Let f ∈ L0(Σ), then f is said to be conditionable with respect to E
if f ∈ D(E) := ¶g ∈ L0(Σ) : E(♣g♣) ∈ L0(A)♢. Throughout this paper we take u and
w in D(E). If there is no possibility of confusion, we write E(f) in place of EA(f).
A detailed discussion about this operator may be found in [10]. We list here some
useful properties of conditional expectation operator:

• if g is A-measurable, then E(fg) = E(f)g;
• ♣E(f)♣p ≤ E(♣f ♣p) for all f ∈ Lp(Σ);
• if f ≥ 0, then E(f) ≥ 0; if f > 0, then E(f) > 0;

• ♣E(fg)♣ ≤ (E(♣f ♣p))
1

p (E(♣g♣p′

))
1

p′ , where p−1 + p′−1 = 1 (Hölder inequality);
• for each f ≥ 0, S(f) ⊆ S(E(f)).
For a measurable function w ∈ L0(Σ), the operator Mw : L0(Σ) → L0(Σ) with

Mw(f) = w.f , for every f ∈ L0(Σ), is called Multiplication operator. Now we give a
definition for weighted conditional type operators on Lp-spaces.

Definition 1.1. Let (X, Σ, µ) be a σ-finite measure space and let A be a σ-sub-
algebra of Σ such that (X,A, µA) is also σ-finite. Let E be the conditional expectation
operator on Lp(Σ) relative to A. If w, u ∈ L0(Σ) such that uf is conditionable and
wE(uf) ∈ Lp(Σ), for all f ∈ Lp(Σ), then the corresponding weighted conditional type
operator is the linear transformation T : Lp(Σ) → Lp(Σ) defined by f → wE(uf).

In this paper we will be concerned with characterizing weighted conditional ex-
pectation type operators on Lp(Σ), provide necessary and sufficient conditions for
quasi-normality and quasi-hyponormality, computing the spectrum, residual spectrum,
point spectrum and spectral radius. The results of [1] state that our results are valid
for a large class of linear operators.
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2. Quasi-Normality and Quasi-Hyponormality

In this section first we reminisce some properties of weighted conditional type
operators that we proved in [3]. Also, we give some examples of conditional expectation
operator. I recall that throughout this paper we assume that (X, Σ, µ) and (X,A, µA)
are σ-finite measure spaces.

Let T = MwEMu be a bounded operator on L2(Σ) and let p ∈ (0, ∞). Then

(T ∗T )p =Mū(E(♣u♣2))p−1χS(E(♣w♣2))pEMu,(2.1)

(TT ∗)p =Mw(E(♣w♣2))p−1χG(E(♣u♣2))pEMw̄,(2.2)

where S = S(E(♣u♣2)) and G = S(E(♣w♣2)).
Let H be a Hilbert spaces and B(H) be the algebra of all bounded linear operators on

H. The operator T ∈ B(H) is called quasi-normal if the equation T (T ∗T ) = (T ∗T )T
holds, in which T ∗ is the adjoint of T . Also, for M > 0, the operator T ∈ B(H) is

called M -quasi-hyponormal if M2T ∗2

T 2 − (T ∗T )2 ≥ 0. Specially T is called quasi-
hyponormal if T is 1-quasi-hyponormal. This definition comes from [11]. There is
another concept with almost the same names but different definition in [4]. There is
a small difference between them as you see, M -quasi-hyponormal (capital letter M)
and k-quasi-hyponormal (small letter k).

In the next theorem we give some necessary and sufficient conditions for quasi-
normality of weighted conditional type operators.

Theorem 2.1. Let T = MwEMu ∈ B(L2(Σ)). Then we have the foolowing.

(a) If ūE(uw) = wE(♣u♣2) on G, then T is quasi-normal.

(b) If T is quasi-normal, then E(♣w♣2)E(uw)♣E(u)♣2 = E(♣u♣2)E(♣w♣2)E(u)E(w).

Proof. (a) By using (2.1) and (2.2) easily we can obtain that

T (T ∗T ) = MwE(♣u♣2)E(♣w♣2)EMu, (T ∗T )T = ME(♣w♣2)E(uw)ūEMu.

So, for every f ∈ L2(Σ) we have

⟨T (T ∗T )f − (T ∗T )Tf, f⟩

=
∫

X
(E(♣u♣2)E(♣w♣2)wE(uf)f̄ − E(♣w♣2)E(uw)ūE(uf)f̄)dµ.

This implies that, if ūE(uw) = wE(♣u♣2) on G, then T is quasi-normal.
(b) If T is quasi-normal then, for all f ∈ L2(Σ) we have

⟨T (T ∗T )f − (T ∗T )Tf, f⟩ =
∫

X
(E(♣u♣2)E(♣w♣2)wE(uf)f̄

− E(♣w♣2)E(uw)ūE(uf)f̄)dµ

=
∫

X
(E(♣u♣2)E(♣w♣2)E(uf)E(wf̄)

− E(♣w♣2)E(uw)♣E(uf)♣2)dµ

=0.



886 Y. ESTAREMI

Let A ∈ A, with 0 < µ(A) < ∞. By replacing f to χA, we have
∫

A
(E(♣u♣2)E(♣w♣2)E(u)E(w) − E(♣w♣2)E(uw)♣E(u)♣2)dµ = 0.

Since A ∈ A is arbitrary, then

E(♣u♣2)E(♣w♣2)E(u)E(w) − E(♣w♣2)E(uw)♣E(u)♣2 = 0. □

Now we provide some necessary and sufficient conditions for M-quasi-hyponormality
of weighted conditional type operators.

Theorem 2.2. Let T = MwEMu ∈ B(L2(Σ)). Then we have the following.

(a) If M2♣E(uw)♣2E(♣w♣2) − E(♣u♣2)(E(♣w♣2))2 ≥ 0, then T is M -quasi-hyponormal.

(b) If T is M -quasi-hyponormal, then M2♣E(uw)♣2E(♣w♣2) − E(♣u♣2)(E(♣w♣2))2 ≥ 0
on S(E(u)).

Proof. (a) Direct computation shows that for all f ∈ L2(Σ)

M2T ∗2

T 2(f) − (T ∗T )2(f) = M2ū♣E(uw)♣2E(♣w♣2)E(uf) − ū(E(♣w♣2))2E(♣u♣2)E(uf).

If M2♣E(uw)♣2E(♣w♣2) − E(♣u♣2)(E(♣w♣2))2 ≥ 0, then for all f ∈ L2(Σ)

⟨M2T ∗2

T 2(f) − (T ∗T )2(f), f⟩

=
∫

X
(M2ū♣E(uw)♣2E(♣w♣2)E(uf)f̄ − ū(E(♣w♣2))2E(♣u♣2)E(uf)f̄)dµ

=
∫

X
(M2♣E(uw)♣2E(♣w♣2)♣E(uf)♣2 − (E(♣w♣2))2E(♣u♣2)♣E(uf)♣2)dµ ≥ 0,

so T is M -quasi-hyponormal.
(b) If T is M -quasi-hyponormal, then for all f ∈ L2(Σ) we have

∫

X
(M2♣E(uw)♣2E(♣w♣2)♣E(uf)♣2 − (E(♣w♣2))2E(♣u♣2)♣E(uf)♣2)dµ ≥ 0.

Let A ∈ A, with 0 < µ(A) < ∞. By replacing f to χA, we have

∫

A
(M2♣E(uw)♣2E(♣w♣2)♣E(u)♣2 − (E(♣w♣2))2E(♣u♣2)♣E(u)♣2)dµ ≥ 0.

Since A ∈ A is arbitrary, then

M2♣E(uw)♣2E(♣w♣2) − E(♣u♣2)(E(♣w♣2))2 ≥ 0

on S(E(u)). □

Hence, we get the next corollary.

Corollary 2.1. Let T = EMu and S(E(u)) = X. Then

(a) T is M-quasi hyponormal if and only if M2♣E(u)♣2 − E(♣u♣2) ≥ 0;

(b) T is quasi hyponormal if and only if u ∈ L0(A);
(c) T is quasi-normal if and only if u ∈ L0(A).

Now we provide an example for Theorem 2.2 in which we have a weighted conditional
type operator is M -quasi-hyponormal, but the inequality in (a) does not hold.
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Example 2.1. Let X = [−1, 1], dµ = 1
2
dx and A = ⟨¶(−a, a) : 0 ≤ a ≤ 1♢⟩ (σ-algebra

generated by symmetric intervals). Then

EA(f)(x) =
f(x) + f(−x)

2
, x ∈ X,

whenever EA(f) is defined. Let w(x) = 1, u(x) = x + 1 for x ∈ X. Then easily we get
that E(u)(x) = 1 and E(♣u♣2)(x) = x2 + 1. Hence, we have ♣E(u)(x)♣2 < E(♣u♣2)(x)
for all x ∈ X \ ¶0♢. Also, for f ∈ Lp(X) and M ≥

√
2 we have

∫

X
(M2♣E(uf)♣2 − E(♣u♣2)♣E(uf)♣2)dµ =

∫

X
(M2 − E(♣u♣2))♣E(uf)♣2dµ ≥ 0,

this implies that the operator MwEMu is M -quasi-hyponormal.

3. The Spectrum

In this section we shall denote by σ(T ), σp(T ), σjp(T ), σr(T ), r(T ) the spectrum of
T , the point spectrum of T , the joint point spectrum of T , the residual spectrum, the
spectral radius of T , respectively for T ∈ B(X) in which X is a Banach space. The
spectrum of an operator T is the set

σ(T ) = ¶λ ∈ C : T − λI is not invertible♢.

A complex number λ ∈ C is said to be in the point spectrum σp(T ) of the operator

T , if there is a unit vector x satisfying (T − λ)x = 0. If in addition, (T ∗ − λ̄)x = 0,
then λ is said to be in the joint point spectrum σjp(T ) of T . The residual spectrum
of T is equal to

¶λ ∈ C : (T − λI)−1 exists and R(T ) ⊊ X♢.

Also, the spectral radius of T is defined by r(T ) = sup¶♣λ♣ : λ ∈ σ(T )♢. For more
information one can see [4].

If A is a unital algebra and a, b ∈ A, then it is well known that σ(ab) \ ¶0♢ =
σ(ba)\¶0♢, σp(ab)\¶0♢ = σp(ba)\¶0♢, σjp(ab)\¶0♢ = σjp(ba)\¶0♢ and σr(ab)\¶0♢ =
σ(ba) \ ¶0♢. J. Herron showed that if EMu : Lp(Σ) → Lp(Σ) is bounded, then
σ(EMu) = ess range(E(u)) ∪ ¶0♢[6]. By means of the above mentioned properties of
weighted conditional expectation type operators we have the following theorems.

Theorem 3.1. Let A ⫋ Σ and EMu : Lp(Σ) → Lp(A) be bounded, for 1 ≤ p ≤ ∞.

Then

• σp(EMu) \ ¶0♢ = ¶λ ∈ C \ ¶0♢ : µ(¶x ∈ X♣E(u)(x) = λ♢) > 0♢;

• ρ(EMu) \ ¶0♢ = ¶λ ∈ C \ ¶0♢ : (∃ϵ > 0) such that ♣λ − E(u)♣ ≥ ϵ a.e♢,

• σ(EMu) \ ¶0♢ = ¶λ ∈ C \ ¶0♢ : (∄ϵ > 0) such that ♣λ − E(u)♣ ≥ ϵ a.e♢;

• σr(EMu) \ ¶0♢ =

{
∅, 1 ≤ p < ∞,
B∞, p = ∞,

in which B∞ = ¶λ ∈ C : (∄ϵ > 0) such that ♣λ − E(u)♣ ≥ ϵ a.e♢ \ σp(EMu).
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Proof. Point spectrum. Let Aλ = ¶x ∈ X : E(u)(x) = λ♢, for λ ∈ C. Suppose that
µ(Aλ) > 0. Since A is σ-finite, there exists an A-measurable subset B of Aλ such that
0 < µ(B) < ∞ and f = χB ∈ Lp(A) ⊆ Lp(Σ). Now

EMu(f) − λf = E(u)χB − λχB = 0.

This implies that λ ∈ σp(EMu).
If there exists f ∈ Lp(Σ) such that fχC ≠ 0 µ-a.e, for C ∈ Σ of positive measure

and E(uf) = λf for λ ∈ C, which means that f is A-measurable. Therefore E(uf) =
E(u)f = λf and (E(u) − λ)f = 0. This implies that C ⊆ Aλ and so µ(Aλ) > 0.

Resolvent set. Let λ ∈ C \ ¶0♢ such that ♣λ − E(u)♣ > ϵ, a.e, for some ϵ > 0. We
show that EMu − λI is invertible. If λf − E(uf) = 0, then f is A-measurable and so,
(λ − E(u))f = 0. This implies that f = 0 a.e, therefore λI − EMu is injective. Now
we show that EMu − λI is surjective. Let g ∈ Lp(Σ). We can write

g = g − E(g) + E(g), g2 = g − E(g), g1 = E(g).

Then g1 ∈ Lp(A) and g2 ∈ Lp(Σ), E(g2) = 0. Let

f1 =
λg1 + E(u(g2))

λ(E(u) − λ)
, f2 = −g2

λ
.

Since ♣E(u) − λ♣ ≥ ε a.e for some ε > 0, then ∥ 1
E(u)−λ

∥∞ ≤ 1
ε
. So, f2 ∈ Lp(A),

f1 ∈ Lp(Σ) and f := f1 + f2 ∈ Lp(Σ). Now, we show that T (f) − λf = g. We have

E(uf) = E(u


λg1 + E(ug2) − g2(E(u) − λ)

λ(E(u) − λ)


=

g1E(u) + E(ug2)

E(u) − λ
.

So,

(EMu − λI)f =
g1E(u) + E(ug2)

E(u) − λ
− λ

λg1 + E(ug2) − g2(E(u) − λ)

λ(E(u) − λ)

=
g1(E(u) − λ) + g2(E(u) − λ)

E(u) − λ

= g1 + g2 = g.

This implies that EMu − λI is invertible and so λ ∈ ρ(EMu). Hence

ρ(EMu) ⊇ ¶λ ∈ C \ ¶0♢ : (∃ϵ > 0) such that ♣λ − E(u)♣ ≥ ϵ a.e♢.

Conversely, let λ ∈ ρ(EMu), then λI − EMu has an inverse operator. Define the
linear transformation L on Lp(Σ) as follows

Lf =
E(uf) − f(E(u) − λ)

λ(E(u) − λ)
, f ∈ Lp(Σ).

If there exists ϵ > 0 such that ♣λ − E(u)♣ > ϵ a.e then ∥ 1
E(u)−λ

∥∞ ≤ 1
ε
. So,

∥Sf∥p ≤
∥∥∥∥∥

E(uf)

λ(E(u) − λ)

∥∥∥∥∥
p

+

∥∥∥∥∥
f

λ

∥∥∥∥∥
p

≤


∥EMu∥
λε

+
1

λ


∥f∥p.
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Thus, L is bounded on Lp(Σ). If L is bounded on Lp(Σ), then for f ∈ Lp(A) ⊆ Lp(Σ),
Lf = αf = Mαf , where α = 1

Eu−λ
. Thus, multiplication operator Mα is bounded

on Lp(A). This implies that α ∈ L∞(A) and so there exists some ε > 0 such that
E(u) − λ = 1

α
≥ ε a.e. Also, we have L ◦ (EMu − λI) = I. Indeed for each f ∈ Lp(Σ)

we have

L ◦ (EMu − λI)(f) = L(E(uf) − λf)

=
E[u(E(uf) − λf)] − [E(uf) − λf ](E(u) − λ)

λ(E(u) − λ)

=
λf(E(u) − λ)

λ(E(u) − λ)

= f.

Thus, (EMu − λI)−1 = L and so L have to be bounded. Hence there exists some
ε > 0 such that E(u) − λ = 1

α
≥ ε a.e.

Residual spectrum. Let λ ∈ C \ (σp(EMu) ∪ ρ(EMu)). So, µ(¶x ∈ X : E(u)(x) =
λ♢) = 0, but on the other hand µ(¶x ∈ X : ♣E(u)(x) − λ♣ > ϵ♢) > 0 for every ϵ > 0.
We wish to determine if the range of λI − EMu, i.e., the domain of (λI − EMu)−1, is
dense. Set, for each n ∈ N,

En =
{

x ∈ X : ♣E(u)(x) − λ♣ ≥ 1

n

}
.

The range of λI − EMu contains ¶χEn
f : f ∈ Lp(A), n ∈ N♢, because, for every

f ∈ Lp(A), (λI−EMu)( 1
λ−E(u)

χEn
f) = χEn

f . Furthermore, χEn
f converges pointwise

almost everywhere to f as n → ∞. So, if 1 ≤ p < ∞, the Lebesgue dominated
convergence theorem implies that χEn

f converges in Lp(X,A, µ) to f as n → ∞.
Thus the range of λI − EMu is dense in Lp(X,A, µ) if 1 ≤ p < ∞. On the other
hand, if p = ∞, the constant function 1 is not in the closure of the range of λI −EMu

because, for every 0 ̸= f ∈ Lp(X,A, µ), there is A ∈ A such that µ(A) > 0 and
♣λ − E(u)♣ ≤ 1

2∥f∥∞

on A and hence ♣1 − (λ − E(u))f)♣ ≥ 1
2

on A. Thus, the proof is

completed. □

Let H be the infinite dimensional complex Hilbert space and let L(H) be the
algebra of all bounded operators on H. Every operator T on a Hilbert space H

can be decomposed into T = U ♣T ♣ with a partial isometry U , where ♣T ♣ = (T ∗T )
1

2

and U is determined uniquely by the kernel condition N(U) = N(♣T ♣). Then this
decomposition is called the polar decomposition. The unique polar decomposition of
bounded operator T = MwEMu, were given in [3], is U ♣T ♣, where

♣T ♣(f) =


E(♣w♣2)
E(♣u♣2)

 1

2

χSūE(uf)
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and

U(f) =


χS∩G

E(♣w♣2)E(♣u♣2)

 1

2

wE(uf),

for all f ∈ L2(Σ). Also, the Aluthge transformation of T = MwEMu is

T̂ (f) =
χSE(uw)

E(♣u♣2) ūE(uf), f ∈ L2(Σ).

Now, by using Theorem 2.1 we get the next theorem for MwEMu.

Theorem 3.2. Let T = MwEMu : Lp(Σ) → Lp(Σ), for 1 ≤ p ≤ ∞ and

E(♣u♣p), E(♣w♣p) ∈ L∞(A).

Then we have the following.

(a) σ(MwEMu) \ ¶0♢ = ¶λ ∈ C : (∄ϵ > 0) such that ♣λ − E(uw)♣ ≥ ϵ a.e♢ \ ¶0♢.

(b) If S ∩ G = X and p = 2, then

σ(MwEMu) = ¶λ ∈ C : (∄ϵ > 0) such that ♣λ − E(uw)♣ ≥ ϵ a.e♢,

where S = S(E(♣u♣2)) and G = S(E(♣w♣2)).
(c) σp(MwEMu) \ ¶0♢ = ¶λ ∈ C \ ¶0♢ : µ(Aλ,w) > 0♢, where Aλ,w = ¶x ∈ X :

E(uw)(x) = λ♢.

(d) ρ(MwEMu) \ ¶0♢ = ¶λ ∈ C : (∃ϵ > 0) such that ♣λ − E(uw)♣ ≥ ϵ a.e♢ \ ¶0♢.

(e) σr(MwEMu) \ ¶0♢ =

{
∅, 1 ≤ p < ∞,
ER(E(uw)) \ ¶0♢ ∪ σp(MwEMu), p = ∞,

in

which ER(E(uw)) = ¶λ ∈ C : (∄ϵ > 0) such that ♣λ − E(uw)♣ ≥ ϵ a.e♢.

Proof. (a) Since

σ(MwEMu) \ ¶0♢ = σ(EMuMw) \ ¶0♢ = σ(EMuw) \ ¶0♢ = ess range(E(uw)) \ ¶0♢,

then we have

σ(MwEMu) \ ¶0♢ = ess range(E(uw)) \ ¶0♢.

(b) We know that σ(EMuw) = ess range(E(uw)). So, we have to prove that 0 /∈
σ(EMuw) if and only if 0 /∈ σ(MwEMu) by (a).

Let 0 /∈ σ(EMuw). Then EMuw is surjective and so A = Σ. Thus, E = I. So,
0 /∈ σ(MwEMu).

Conversely, we know that the polar decomposition of MwEMu = U ♣MwEMu♣ is as
follow

♣MwEMu♣(f) =


E(♣w♣2)
E(♣u♣2)

 1

2

χSūE(uf)

and

U(f) =


χS∩G

E(♣w♣2)E(♣u♣2)

 1

2

wE(uf),

for all f ∈ L2(Σ).
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If 0 /∈ σ(MwEMu), then ♣MwEMu♣ is invertible and U is unitary [page 73, [4]].
Therefore, U∗U = UU∗ = I. The equation UU∗ = I implies that w ∈ L0(AS∩G),
where AS∩G = ¶A ∩ S ∩ G : A ∈ A♢. Since S ∩ G = X, then w ∈ L0(A). Hence,
0 /∈ σ(MwEMu) = σ(EMuw).

(c) By Theorem 3.1 we have

σp(MwEMu) \ ¶0♢ = σp(EMuMw) \ ¶0♢ = σp(EMuw) \ ¶0♢.

So,

σp(MwEMu) \ ¶0♢ = ¶λ ∈ C \ ¶0♢ : µ(Aλ,w) > 0♢.

The proof of (d) and (e) are as the same as (c). □

If the converse of conditional-type Hölder inequality is satisfied for w and u, then
we get that the joint point spectrum and point spectrum of MwEMu are equal. Hence
we have the next remark.

Remark 3.1. If MwEMu : L2(Σ) → L2(Σ) and ♣E(uw)♣2 ≥ E(♣u♣2)E(♣w♣2), then the
following hold.

(a) σjp(MwEMu) \ ¶0♢ = ¶λ ∈ C \ ¶0♢ : µ(Aλ,w) > 0♢.
(b) If S ∩ G = X, then

σjp(MwEMu) = ess range(E(uw)) = ¶λ ∈ C : µ(Aλ,w) > 0♢.

By Theorem 3.2 we have the following corollary.

Corollary 3.1. For T = MwEMu : Lp(Σ) → Lp(Σ) and 1 ≤ p ≤ ∞ we have

r(T ) = ∥E(uw)∥∞.

Recall that an operator T is quasinilpotent if σ(T ) = ¶0♢. In light of Theorem 3.2,
we have the following proposition.

Proposition 3.1. If T = MwEMu : Lp(Σ) → Lp(Σ), 1 ≤ p ≤ ∞, and 1
p

+ 1
p′

= 1,

then the following are equivalent:

(a) MwEMu is quasinilpotent;

(b) E(uw) ≡ 0;

(c) MwE(uw)EMu ≡ 0.

Proof. (a ⇔ b) Since σ(MwEMu) \ ¶0♢ = ess range(E(uw)) \ ¶0♢, it follows that
σ(MwEMu) = 0 if and only if E(uw) = 0 almost every where.

(b ⇔ c) As we investigated the norm of weighted conditional type operators in [3],
we have

∥MwE(uw)EMu∥ = ∥E(uw)(E(♣w♣p))
1

p (E(♣u♣p′

))
1

p′ ∥∞

and

♣E(uw)♣ ≤ (E(♣w♣p))
1

p (E(♣u♣p′

))
1

p′ ,

it follows that E(uw) = 0, a.e, if and only if E(uw)(E(♣w♣p))
1

p (E(♣u♣p′

))
1

p′ = 0, a.e, if
and only if ∥MwE(uw)EMu∥ = 0. □
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Now, we give some example of conditional expectation.

Example 3.1. (a) Let X = N∪¶0♢, G = 2N and let µ(¶x♢) = e−θθx

x!
, for each x ∈ X and

θ ≥ 0. Elementary calculations show that µ is a probability measure on G. Let A be
the σ-algebra generated by the partition B = ¶∅, X, ¶0♢, X1 = ¶1, 3, 5, 7, 9, . . . ♢, X2 =
¶2, 4, 6, 8, . . . ♢, ♢ of N. Note that, A is a sub-σ-algebra of Σ and each of element of
A is an A-atom. Thus, the conditional expectation of any f ∈ D(E) relative to A is
constant on A-atoms. Hence, there exist scalars a1, a2, a3 such that

E(f) = a1χ0 + a2χX1
+ a3χX2

.

So,
E(f)(0) = a1, E(f)(2n − 1) = a2, E(f)(2n) = a3,

for all n ∈ N. By definition of conditional expectation with respect to A, we have

f(0)µ(¶0♢) =
∫

¶0♢
fdµ =

∫

¶0♢
E(f)dµ = a1µ(¶0♢),

so a1 = f(0). Also,

∑

n∈N
f(2n − 1)

e−θθ2n−1

(2n − 1)!
=
∫

X1

fdµ =
∫

X1

E(f)dµ = a2µ(X2) = a2

∑

n∈N

e−θθ2n−1

(2n − 1)!
.

So,

a2 =

∑
n∈N f(2n − 1) e−θθ2n−1

(2n−1)!
∑

n∈N
e−θθ2n−1

(2n−1)!

.

By the same method we have

a3 =

∑
n∈N f(2n) e−θθ2n

(2n)!
∑

n∈N
e−θθ2n

(2n)!

.

If we set f(x) = x, then E(f) is a special function as follows:

E(f) = θ coth(θ)χX1
+

cosh(θ) − 1

cosh(θ)
χX2

.

Also, if u and w are real functions on X such that MwEMu is bounded on lp, then
by Theorem 3.2 we have

σ(MwEMu)

=



u(0)w(0),

∑
n∈N u(2n − 1)w(2n − 1) e−θθ2n−1

(2n−1)!
∑

n∈N
e−θθ2n−1

(2n−1)!

,

∑
n∈N u(2n)w(2n) e−θθ2n

(2n)!
∑

n∈N
e−θθ2n

(2n)!



 .

(b) Let X = N, G = 2N and let µ(¶x♢) = pqx−1 for each x ∈ X, 0 ≤ p ≤ 1 and
q = 1 − p. Elementary calculations show that µ is a probability measure on G. Let A
be the σ-algebra generated by the partition B = ¶X1 = ¶3n : n ≥ 1♢, Xc

1♢ of X. So,
for every f ∈ D(EA)

E(f) = α1χX1
+ α2χXc

1
,
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and direct computations show that

α1 =

∑
n≥1 f(3n)pq3n−1

∑
n≥1 pq3n−1

and

α2 =

∑
n≥1 f(n)pqn−1 −∑

n≥1 f(3n)pq3n−1

∑
n≥1 pqn−1 −∑

n≥1 pq3n−1
.

For example, if we set f(x) = x, then E(f) is a special function as follows

α1 =
3

1 − q3
, α2 =

1 + q6 − 3q4 + 4q3 − 3q2

(1 − q2)(1 − q3)
.

So, if u and w are real functions on X such that MwEMu is bounded on lp, then by
Theorem 3.2 we have

σ(MwEMu)

=

{∑
n≥1 u(3n)w(2n)pq3n−1

∑
n≥1 pq3n−1

,

∑
n≥1 u(n)w(n)pqn−1 −∑

n≥1 u(3n)w(3n)pq3n−1

∑
n≥1 pqn−1 −∑

n≥1 pq3n−1

}
.

(c) Let X = [0, 1), Σ is σ-algebra of Lebesgue measurable subsets of X, µ is the
Lebesgue measure on X. Let s : [0, 1) → [0, 1) be defined by s(x) = x + 1

4
(mod 1).

Let B = ¶E ∈ Σ : s(E) = E♢. In this case

EB(f)(x) =
f(x) + f(s(x)) + f(s2(x)) + f(s3(x))

4
,

where sj denotes the jth iteration of s. Also, ♣f ♣ ≤ 3EB(♣f ♣) a.e. Hence, the operator
EMu is bounded on Lp([0, 1)) if and only if u ∈ L∞([0, 1)).

(d) Let X = [0, a] × [0, a] for a > 0, dµ = dxdy, Σ the Lebesgue subsets of X
and let A = ¶A × [0, a] : A is a Lebesgue set in [0, a]♢. Then, for each f ∈ D(E),
(Ef)(x, y) =

∫ a
0 f(x, t)dt, which is independent of the second coordinate. For example,

if we set a = 1, w(x, y) = 1 and u(x, y) = e(x+y), then E(u)(x, y) = ex − ex+1 and
MwEMu is bounded. Therefore, by Theorem 3.2 σ(MwEMu) = [e − e2, 1 − e].
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TOTAL ABSOLUTE DIFFERENCE EDGE IRREGULARITY

STRENGTH OF GRAPHS

R. RAMALAKSHMI1 AND KM. KATHIRESAN2

Abstract. We introduce a new graph characteristic, the total absolute difference
edge irregularity strength. We obtain the estimation on the total absolute difference
edge irregularity strength and determine the precise values for some families of
graphs.

1. Introduction

Throughout this paper, G is a simple graph, V and E are the sets of vertices and
edges of G, with cardinalities ♣V ♣ and ♣E♣ respectively. A labeling of a graph is a map
that carries graph elements to the numbers.

A labeling is called a vertex labeling, an edge labeling or a total labeling, if the
domain of the map is the vertex set, the edge set, or the union of vertex and edge
sets respectively. Baca et al. in [2] started to investigate the total edge irregularity
strength of a graph, an invariant analogous to the irregularity strength for total
labeling. For a graph G = (V (G) , E (G)), the weight of an edge e = e1e2 under a
total labeling ξ is wtξ (e) = ξ (e1) + ξ (e) + ξ (e2) . For a graph G we define a labeling
ξ : V (G) ∪ E (G) → ¶1, 2, . . . , k♢ to be an edge irregular total k-labeling of a graph
G if for every two different edges xy and x′y′ of G one has wtξ (xy) ≠ wtξ (x′y′) . The
total edge irregular strength, tes(G), is defined as the minimum k for which G has an
edge irregular total k-labeling. In [2], we can find that

tes(G) ≥ max

{⌈

♣E (G)♣ + 2

3

⌉

,

⌈

∆ (G) + 1

2

⌉}

,

Key words and phrases. Edge irregularity strength, total absolute difference edge irregularity
strength.
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where ∆(G) is the maximum degree of G, and also there are determined the exact
values of the total edge irregularity strength for paths, cycles, stars, wheels and
friendship graphs. Recently Ivanco and Jendrol [3] proved that for any tree T

tes(T ) = max

{⌈

♣E (G)♣ + 2

3

⌉

,

⌈

∆ (G) + 1

2

⌉}

.

Moreover, they posed a conjecture that for an arbitrary graph G different from K5

and the maximum degree ∆(G)

tes(G) = max

{⌈

♣E (G)♣ + 2

3

⌉

,

⌈

∆ (G) + 1

2

⌉}

.

The Ivanco and Jendrol’s conjecture has been verified for complete graphs and
complete bipartite graphs in [4], for categorical product of cycle and path in [1] and
[6], for corona product of paths with some graphs in [5].

A graceful labeling of a graph G = (V, E) with ♣V ♣ vertices and ♣E♣ edges is a one-to-
one mapping Ψ of the vertex set V (G) into the set ¶0, 1, 2, . . . , ♣E♣♢ with the following
property: If we define, for any edge e = uv ∈ E(G), the value Ψ′(e) = ♣Ψ(u) − Ψ(v)♣
then Ψ′ is a one-to-one mapping of the set E(G) onto the set ¶1, 2, . . . , ♣E♣♢. Motivated
by the total edge irregularity strength of a graph and motivated by the graceful
labeling, we introduce and investigate the total absolute difference edge irregularity
strength of graphs to reduce the edge weights.

A total labeling ξ is defined to be an edge irregular total absolute difference k-
labeling of the graph G if for every two different edges e and f of G there is wt(e) ̸=
wt(f) where weight of an edge e = xy is defined as wt(e) = ♣ξ(e) − ξ(x) − ξ(y)♣. The
minimum k for which the graph G has an edge irregular total absolute difference
labeling is called the total absolute difference edge irregularity strength of the graph
G, tades(G). The main aim of this paper is to obtain estimations on the parameter
tades and determine the precise values of tades for some families of graphs.

2. Main Results

The following result shows that the absolute difference edge irregularity strength is
defined for all graphs.

Theorem 2.1. Let G = (V, E) be a graph with vertex set V and a non-empty edge

set E. Then
⌈

♣E♣
2

⌉

≤ tades(G) ≤ ♣E♣ + 1.

Proof. To get the upper bound we label each vertex of G with label 1 and the edges of G

consecutively with labels 2, 3, . . . , ♣E♣+1. Then wt(e) are consecutively 0, 1, . . . , ♣E♣−1
and the weights for any two distinct edges e and f are distinct.

To get the lower bound, let ξ be an optimal labeling with respect to the tades(G).
The weight of the heaviest edge implies that ♣ξ(e) − ξ(x) − ξ(y)♣ ≥ ♣E♣ − 1.
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That is, ξ(e)−ξ(x)−ξ(y) ≥ ♣E♣−1 if ξ(e) > ξ(x)+ξ(y), ξ(x)+ξ(y)−ξ(e) ≥ ♣E♣−1.
If ξ(e) < ξ(x) + ξ(y), then

ξ(x) + ξ(y) − ξ(e) ≥ ♣E♣ − 1,

which implies

ξ(x) + ξ(y) ≥ ♣E♣ − 1 + ξ(e) ≥ ♣E♣ − 1 + 1 = ♣E♣.

That is,

ξ(x) + ξ(y) ≥ ♣E♣ .

So at least one label is at least
⌈

♣E♣
2

⌉

.

If ξ(e) > ξ(x) + ξ(y), then ξ(e) − ξ(x) − ξ(y) ≥ ♣E♣ − 1.

Suppose ξ(e) <
⌈

♣E♣
2

⌉

, then

−ξ(x) − ξ(y) ≥ ♣E♣ − 1 − ξ(e) > ♣E♣ − 1 −

⌈

♣E♣

2

⌉

>

⌊

♣E♣

2

⌋

− 1.

That is,

ξ(x) + ξ(y) < 1 −

⌊

♣E♣

2

⌋

= 0,

which is not possible. Hence,

ξ(e) ≥

⌈

♣E♣

2

⌉

.

That is,
⌈

♣E♣

2

⌉

≤ tades(G) ≤ ♣E♣ + 1. □

The lower bound in the Theorem 2.1 is tight as can be seen from the following
theorem.

Theorem 2.2. Let Pn be a path on n ≥ 4 vertices. Then tades(Pn) =
⌈

n−1
2

⌉

.

Proof. From the Theorem 2.1 we have tades(Pn) ≥
⌈

n−1
2

⌉

. So, it is enough to prove

that

tades(Pn) ≤


n − 1

2

⌉

.

Let Pn be the path v1e1v2e2v3, . . . , vn−1en−1vn, n ≥ 4. Now define a mapping ξ :

V ∪ E →
{

1, 2, . . . ,
⌈

n−1
2

⌉}

by ξ(v1) = 1 and ξ(vi) =
⌈

i−1
2

⌉

for 2 ≤ i ≤ n, ξ(e1) = 2

and ξ(ei) = 1 for 2 ≤ i ≤ n − 1. Now,

max ¶¶ξ(v)♣v ∈ V (Pn)♢ ∪ ¶ξ(e)♣e ∈ E(Pn)♢♢ =


n − 1

2

⌉

and the edge weights are given by

wt(e1) = ♣ξ(e1) − ξ(v1) − ξ(v2)♣ = ♣2 − 1 − 1♣ = 0,



898 R. RAMALAKSHMI AND KM. KATHIRESAN

for 2 ≤ i ≤ n − 1,

wt(ei) = ♣ξ(ei) − ξ(vi) − ξ(vi+1)♣ = i − 1.

Hence, the weights are distinct. Therefore, tades(Pn) =
⌈

n−1
2

⌉

. □

Observation 1. We observe that tades(P3) = 2, tades(P2) = 1.

The upper bound in the Theorem 2.1 is not sharp. If we utilize the maximum
degree ∆ = ∆ (G) of the graph G, we obtain the following result.

Theorem 2.3. Let G = (V, E) be a graph with maximum degree ∆ = ∆ (G). Then

tades(G) ≥
⌈

∆+1
2

⌉

.

Proof. Let G = (V, E) be a graph with maximum degree ∆ = ∆ (G). Let x be a
vertex of G with maximum degree ∆ in G. Let ej = xuj be the edges incident with

the vertex x, 1 ≤ j ≤ ∆. Assume to the contrary that, tades(G) <
⌈

∆+1
2

⌉

. Suppose

ξ is an optimal total labeling of G. Then wt(ej) is either ξ(ej) − ξ(x) − ξ(uj) or
−ξ(ej) + ξ(x) + ξ(uj) for 1 ≤ j ≤ ∆. Among the ∆ edges, let i denote the number of
edges that have weight −ξ(ej) + ξ(x) + ξ(uj). Then 0 ≤ i ≤ ∆. Suppose i = 0, then
all the edges have weight ξ(ej) − ξ(x) − ξ(uj). Then wt(ej) = ξ(ej) − ξ(x) − ξ(uj) for
1 ≤ j ≤ ∆. Since ξ(x) ≥ 1 and ξ(uj) ≥ 1, we have −ξ(x) ≤ −1 and −ξ(uj) ≤ −1.

Therefore, wt(ej) ≤
⌊

∆
2

⌋

− 2. Then we have at most
⌊

∆
2

⌋

− 1 distinct weights, but

we need at least ∆ weights. Therefore, i = 0 is not possible. Among the edges ej,
1 ≤ j ≤ ∆, there is an edge ek = xuk with weight wt(ek) = −ξ(ek) + ξ(x) + ξ(uk).

That is, ξ(x) + ξ(uk) ≤ ξ(ek) ≤
⌊

∆
2

⌋

. That is, ξ(x) ≤
⌊

∆
2

⌋

− 1. Then the possible

values of ξ(x) are 1, 2, . . . ,
⌊

∆
2

⌋

− 1. Now, fix the value
⌊

∆
2

⌋

− h to ξ(x) for some

1 ≤ h ≤
⌊

∆
2

⌋

− 1. Then

wt(ej) = −ξ(ej) + ξ(x) + ξ(uj) = −ξ(ej) +

⌊

∆

2

⌋

− h + ξ(uj).

Suppose −ξ(ej)+
⌊

∆
2

⌋

−h+ξ(uj) ≥ ∆−h, then ξ(uj) ≥
⌈

∆
2

⌉

+ξ(ej) ≥
⌈

∆+1
2

⌉

+1, which

is a contradiction to our assumption. Therefore, −ξ(ej) +
⌊

∆
2

⌋

− h + ξ(uj) < ∆ − h.

Then we have at most ∆−1 distinct weights, but we need at least ∆ weights. Therefore,

i ̸= 0 is also not possible. Therefore, tades(G) ≥
⌈

∆+1
2

⌉

. □

The lower bound in the Theorem 2.3 is tight as can be seen from the following
theorem.

Theorem 2.4. Let Sn = K1,n be a star on n + 1 vertices, n > 2. Then tades(Sn) =
⌈

n+1
2

⌉

.

Proof. From the Theorem 2.3

tades(Sn) ≥


n + 1

2

⌉

.
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Let the vertices of Sn be ¶u, v1, v2, . . . , vn♢ where u is a vertex of maximum degree.
Let ei = uvi, 1 ≤ i ≤ n, be the edges of the star Sn. Now define the labeling

ξ : V ∪ E →
{

1, 2, . . . ,
⌈

n+1
2

⌉}

by ξ(u) =
⌊

n−1
2

⌋

. Then

ξ(vi) =

{

i, if 1 ≤ i <
⌈

n+1
2

⌉

,

⌈n+1
2

⌉, if ⌈n+1
2

⌉ ≤ i ≤ n,

ξ(uvi) =











⌈n
2
⌉, if 1 ≤ i ≤ ⌈n+1

2
⌉,

2⌈n+1
2

⌉ − i, if ⌈n+1
2

⌉ < i ≤ n, n is an odd integer,
2⌈n+1

2
⌉ − i − 1, if ⌈n+1

2
⌉ < i ≤ n, n is an even integer.

Now,

max¶¶ξ(v) ♣ v ∈ V (Sn)♢ ∪ ¶ξ(e) ♣ e ∈ E(Sn)♢♢ =


n + 1

2

⌉

.

Also, 0 ≤ wt(uvi) ≤
⌈

n+1
2

⌉

− 1 for 1 ≤ i ≤
⌈

n+1
2

⌉

wt(uv⌈n+1

2 ⌉) =


n + 1

2

⌉

− 1,

⌈

n+1
2

⌉

≤ wt(uvi) ≤ n − 1 for
⌈

n+1
2

⌉

< i ≤ n. Hence, the edge weights are distinct.

Therefore, tades(Sn) =
⌈

n+1
2

⌉

.

□

Observation 2. We observe that tades(S1) = 1, tades(S2) = 2.

In the next theorem, we discuss a technique to determine tades for some families
of graphs.

Theorem 2.5. Let G be a graph and ϕ : V (G) → ¶0, 1♢ be a mapping and let Ei(ϕ) =
¶xy ∈ E (G) ♣ϕ(x) + ϕ(y) = i♢ for i ∈ ¶0, 1, 2♢. If ♣E0(ϕ)♣ ≤ k − 1, ♣E1(ϕ)♣ ≤ k − 1,

♣E2(ϕ)♣ = k − 1 and ♣E♣ ≤ 2k, then G has a total edge-irregular absolute difference

k-labeling.

Proof. Let G be a graph and ϕ : V (G) → ¶0, 1♢ be a mapping and

wtφ(e) = ϕ(u) + ϕ(v),

where u and v are end vertices of e. Let Ei(ϕ) = ¶xy ∈ E (G) ♣ ϕ(x) + ϕ(y) = i♢ for
i = 0, 1, 2. Suppose that ♣E0(ϕ)♣ ≤ k − 1, ♣E1(ϕ)♣ ≤ k − 1, ♣E2(ϕ)♣ = k − 1. Let
E0(ϕ) = ¶e1, e2, . . . , er0

♢, E1(ϕ) = ¶e′
1, e′

2, . . . , e′
r1

♢ and E2(ϕ) = ¶e′′
1, e′′

2, . . . , e′′
k−1♢.

Then define a mapping ξ1 from V (G) into the set of positive integers by ξ1(x) = kφ(x)

if x ∈ V (G). Under the labeling ϕ, there are r0 edges with weight 0, r1 edges with
weight 1 and k − 1 edges with weight 2. Then under the vertex labling ξ1, there are
r0 edges with weight 2, r1 edges with weight k + 1 and k − 1 edges with weight 2k.
Now define a labeling ξ from V (G) ∪ E(G) into the set of positive integers as follows:
ξ(x) = ξ1(x) for all x ∈ V (G),

ξ(ei) =

{

i, if i = 1, 2,

i + 1, if 3 ≤ i ≤ r0,
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ξ(e′
i) = i if 1 ≤ i ≤ r1, ξ(e′′

i ) = i if 1 ≤ i ≤ k − 1. Then

¶wtξ(ei) ♣ 1 ≤ i ≤ r0♢ =¶0, 1, 2, . . . , r0 − 1♢,

¶wtξ(e
′
i) ♣ 1 ≤ i ≤ r1♢ =¶k, k − 1, k − 2, . . . , k − r1 + 1♢,

¶wtξ(e
′′
i ) ♣ 1 ≤ i ≤ k − 1♢ =¶2k − 1, 2k − 2, . . . , k + 1♢.

Since ♣E♣ ≤ 2k, we have
r0 + r1 + k − 1 ≤ 2k.

That is r0 + r1 ≤ k + 1. That is, r0 − 1 ≤ k − r1 < 1 + k − r1. Hence, the edge weights
are distinct. Therefore, the graph G has a total edge-irregular absolute difference
k-labeling. □

We determine the tades for the graphs Cn, Sn and Fn using the Theorems 2.1 and
2.5.

Theorem 2.6. For n ≥ 3, tades(Cn) =
⌈

n
2

⌉

.

Proof. For n = 3, 4, 5, from the labeling given in the Figure 1, we get the required
result.

Figure 1. Tades for Cn, n = 3, 4, 5

For n > 5, the proof is as follows. From the Theorem 2.1, we have

tades(Cn) ≥


n

2

⌉

.

The vertex set of Cn is ¶ui♣1 ≤ i ≤ n♢ and the edge set of Cn is ¶uiui+1♣1 ≤ i ≤ n − 1♢ .

Now, define the labeling ϕ : V (Cn) → ¶0, 1♢ by

ϕ(ui) =







1, if 1 ≤ i ≤
⌈

n
2

⌉

,

0, if
⌈

n
2

⌉

+ 1 ≤ i ≤ n.

Then

E0 =


u⌈n

2 ⌉+1u⌈n

2 ⌉+2, u⌈n

2 ⌉+2u⌈n

2 ⌉+3, . . . , un−1un

}

,

E1 =


unu1, u⌈n

2 ⌉u⌈n

2 ⌉+1

}

and

E2 =


u1u2, u2u3, . . . , u⌈n

2 ⌉−1u⌈n

2 ⌉

}

.
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That is,

♣E0♣ =


n

2

⌋

− 1 ≤


n

2

⌉

− 1,

♣E1♣ =2 ≤


n

2

⌉

− 1

and

♣E2♣ =


n

2

⌉

− 1.

Take k =
⌈

n
2

⌉

. Then, by Theorem 2.5, Cn has a total edge-irregular absolute

difference k-labeling. Hence, tades(Cn) =
⌈

n
2

⌉

. □

Theorem 2.7. Let ℑn denote the sun graph on 2n vertices. Then tades(ℑn) = n for

n > 3.

Proof. The vertex set of ℑn is V (ℑn) = ¶ui ♣ 1 ≤ i ≤ n♢∪¶u′
i ♣ 1 ≤ i ≤ n♢ and the edge

set of ℑn is E(ℑn) = ¶uiui+1 ♣ 1 ≤ i ≤ n − 1♢ ∪ ¶uiu
′
i ♣ 1 ≤ i ≤ n♢ . Then ♣E♣ = 2n.

From the Theorem 2.1, we have tades(ℑn) ≥ n. Now, define the labeling ϕ : V (ℑn) →
¶0, 1♢ by

ϕ(ui) =







1, if 1 ≤ i ≤
⌈

n
2

⌉

,

0, if
⌈

n
2

⌉

+ 1 ≤ i ≤ n,

ϕ(u′
i) =







1, if 1 ≤ i ≤
⌊

n
2

⌋

,

0, if
⌊

n
2

⌋

+ 1 ≤ i ≤ n.

Then

E0 =

{

¶uiui+1 ♣ (n
2
) + 1 ≤ i ≤ n − 1♢ ∪ ¶uiu

′
i ♣ (n

2
) + 1 ≤ i ≤ n♢, if n is even,

¶uiui+1 ♣ ⌈n
2
⌉ + 1 ≤ i ≤ n − 1♢ ∪ ¶uiu

′
i ♣ ⌊n

2
⌋ + 2 ≤ i ≤ n♢, if n is odd,

E1 =

{

¶u1un, un

2
un

2
+1♢, if n is even,

¶u1un, u⌈ n

2
⌉u⌈ n

2
⌉+1, u⌈ n

2
⌉u

′
⌈ n

2
⌉♢, if n is odd,

and

E2 =


uiui+1

∣

∣

∣

∣

1 ≤ i ≤


n

2

⌉

− 1
}

∪


uiu
′
i

∣

∣

∣

∣

1 ≤ i ≤


n

2

⌋}

.

Here

♣E0♣ =

{

n − 1, if n is even,

n − 2, if n is odd,

♣E1♣ =

{

2, if n is even,

3, if n is odd,

and

♣E2♣ = n − 1.

Then, by Theorem 2.5, ℑn has a total edge-irregular absolute difference k-labeling.
Hence, tades(ℑn) = n. □
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Theorem 2.8. Let Fn be the fan graph on 2n + 1 vertices, then tades(Fn) =
⌈

3n
2

⌉

for an odd integer n.

Proof. Let k =
⌈

3n
2

⌉

= 3n+1
2

for an odd integer n. The vertex set of Fn is

V (Fn) = ¶u, v1, v2, . . . , v2n♢

and the edge set of Fn is

E(Fn) = ¶uvi ♣ 1 ≤ i ≤ 2n♢ ∪ ¶v2i+1v2i+2 ♣ 0 ≤ i ≤ n − 1♢ .

From the Theorem 2.1, we have tades(Fn) ≥ ⌈3n
2

⌉. Now, define the labeling ϕ :
V (Fn) → ¶0, 1♢ by ϕ(u) = 1

ϕ(vi) =

{

1, if 1 ≤ i ≤ n,

0, if n + 1 ≤ i ≤ 2n.

Then

E0 =


v2i+1v2i+2

∣

∣

∣

∣

n + 1

2
≤ i ≤ n − 1

}

,

E1 =¶uvi ♣ n + 1 ≤ i ≤ 2n♢ ∪ ¶vnvn+1♢

and

E2 =¶uvi ♣ 1 ≤ i ≤ n♢ ∪


v2i+1v2i+2

∣

∣

∣

∣

0 ≤ i ≤
n − 3

2

}

,

♣E0♣ =
n − 1

2
≤ k − 1,

♣E1♣ =n + 1 ≤ k − 1

and

♣E2♣ =
3n + 1

2
− 1 = k − 1.

Then, by Theorem 2.5, Fn has a total edge-irregular absolute difference k-labeling.

Hence, tades(Fn) =
⌈

3n
2

⌉

. □

3. Open Problem and Conjectures

Problem. Determine tades(Fn) when n is even.
From our experience on this labeling, we propose the following conjectures.
Conjectures:

• for every tree T of maximum degree ∆ on p vertices,

tades(T ) = max

{



p

2

⌉

,

⌈

∆ + 1

2

⌉}

;

• for any graph G, tes(G) ≤ tades(G).
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STABILITY OF CAUCHY-JENSEN TYPE FUNCTIONAL

EQUATION IN (2, α)-BANACH SPACES

KHALED YAHYA NAIF SAYAR1,2 AND AMAL BERGAM1

Abstract. In this paper, we investigate some stability and hyperstability results
for the following Cauchy-Jensen functional equation

f



x + y

2



+ f



x − y

2



= f(x)

in (2, α)-Banach spaces using Brzdȩk and CieplińskiŠs Ąxed point approach.

1. Introduction

Throughout this paper, we will denote the set of natural numbers by N, N0 :=
N ∪ ¶0♢ and the set of real numbers by R. By Nm, m ∈ N, we will denote the set of
all natural numbers greater than or equal to m.

Let R+ = [0,∞) be the set of nonnegative real numbers. We write BA to mean the
family of all functions mapping from a nonempty set A into a nonempty set B and
we use the notation E0 for the set E\¶0♢.

The method of the proof of the main result corresponds to some observations
in [12] and the main tool in it is a Ąxed point. The problem of the stability of
functional equations was Ąrst raised by Ulam [30]. This included the following question
concerning the stability of group homomorphisms.

Let (G1, ∗1) be a group and let (G2, ∗2) be a metric group with a metric d(·, ·).
Given ε > 0, does there exist a δ > 0 such that if a mapping h : G1 → G2 satisĄes
the inequality

d(h(x ∗1 y), h(x) ∗2 h(y)) < δ,

Key words and phrases. Stability, hyperstability, (2, α)-Banach space, Cauchy-Jensen functional
equation.
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for all x, y ∈ G1, then there exists a homomorphism H : G1 → G2, with
d(h(x), H(x)) < ε for all x ∈ G1?

If the answer is affirmative, we say that the equation of homomorphism

h(x ∗1 y) = h(x) ∗2 H(y)

is stable.
Hyers [19] provided the Ąrst partial answer to UlamŠs question and obtained the

result of stability where G1 and G2 are Banach spaces.
Aoki [5], Bourgin [7] considered the problem of stability with unbounded Cauchy

differences. Later, Rassias [25,26] used a direct method to prove a generalization of
Hyers result (cf. Theorem 1.1).

The following theorem is the most classical result concerning the Hyers-Ulam sta-
bility of the Cauchy equation

T (x+ y) = T (x) + T (y).

Theorem 1.1. Let E1 be a normed space, E2 be a Banach space and f : E1 → E2 be

a function. If f satisfies the inequality

(1.1) ∥f(x+ y) − f(x) − f(y)∥ ≤ θ


∥x∥p + ∥y∥p


,

for some θ ≥ 0, for some p ∈ R, with p ̸= 1, and for all x, y ∈ E1 − ¶0E1
♢, then there

exists a unique additive function T : E1 → E2 such that

(1.2) ∥f(x) − T (x)∥ ≤
2θ

♣2 − 2p♣
∥x∥p,

for each x ∈ E1 − ¶0E1
♢.

It is due to Aoki [5] (for 0 < p < 1, see also [24]), Gajda [17] (for p > 1) and
Rassias [26] (for p < 0, see also [27, page 326] and [7]). Also, Brzdȩk [8] showed
that estimation (1.2) is optimal for p ≥ 0 in the general case. Recently, Brzdȩk [10]
showed that Theorem 1.1 can be signiĄcantly improved. Namely, in the case p < 0,
each f : E1 → E2 satisfying (1.1) must actually be additive, and the assumption of
completeness of E2 is not necessary.

Regrettably, if we restrict the domain of f , this result will not remain valid (see
the further detail in [14]). Nowadays, a lot of papers concerning the stability and the
hyperstability of the functional equation in various spaces have been appeared (see
in [1, 2, 4, 9, 11, 22,28,29] and references therein).

Let us recall Ąrst (see, for instance, [16]) some deĄnitions.
We need to recall some basic facts concerning 2-normed spaces and some preliminary

results.

Definition 1.1. By a linear 2-normed space, we mean a pair (X, ∥·, ·∥) such that X
is at least a two-dimensional real linear space and

∥·, ·∥ : X ×X → R+

is a function satisfying the following conditions:
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(a) ∥x, y∥ = 0 if and only if x and y are linearly dependent;
(b) ∥x, y∥ = ∥y, x∥ for x, y ∈ X;
(c) ∥x, y + z∥ ≤ ∥x, y∥ + ∥x, z∥ for x, y, z ∈ X;
(d) ∥λx, y∥ = ♣λ♣∥x, y∥, λ ∈ R, and x, y ∈ X.

A generalized version of a linear 2-normed spaces is the (2, α)-normed space deĄned
in the following manner.

Definition 1.2. Let α be a Ąxed real number with 0 < α ≤ 1, and let X be a linear
space over K with dim X > 1. A function

∥·, ·∥α : X ·X → R

is called a (2, α)-norm on X if and only if it satisĄes the following conditions:

(a) ∥x, y∥α = 0 if and only if x and y are linearly dependent;
(b) ∥x, y∥α = ∥y, x∥α for x, y ∈ X;
(c) ∥x, y + z∥α ≤ ∥x, y∥α + ∥x, z∥α for x, y, z ∈ X;
(d) ∥βx, y∥α = ♣β♣α∥x, y∥α for β ∈ R and x, y ∈ X.

The pair (X, ∥·, ·∥α) is called a (2, α)-normed space.

Example 1.1. For x = (x1, x2), y = (y1, y2) ∈ E = R
2, the Euclidean (2, α)-norm

∥x, y∥α is deĄned by

∥x, y∥α = ♣x1y2 − x2y1♣
α
,

where α is a Ąxed real number with 0 < α ≤ 1.

Definition 1.3. A sequence ¶xk♢ in a (2, α)-normed space X is called a convergent

sequence if there is an x ∈ X such that

lim
k→∞

∥xk − x, y∥α = 0,

for all y ∈ X. If ¶xk♢ converges to x, write xk → x, with k → ∞ and call x the limit
of ¶xk♢. In this case, we also write limk→∞ xk = x.

Definition 1.4. A sequence ¶xk♢ in a (2, α)-normed space X is said to be a Cauchy

sequence with respect to the (2, α)-norm if

lim
k,l→∞

∥xk − xl, y∥α = 0,

for all y ∈ X. If every Cauchy sequence in X converges to some x ∈ X, then X is said
to be complete with respect to the (2, α)-norm. Any complete (2, α)-normed space is
said to be a (2, α)-Banach space.

Next, it is easily seen that we have the following property.

Lemma 1.1. If X is a linear (2, α)-normed space, x, y1, y2 ∈ X, y1, y2 are linearly

independent, and ∥x, y1∥α = ∥x, y2∥α = 0, then x = 0.

Let us yet recall a lemma from [23].
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Lemma 1.2. If X is a linear (2, α)-normed space and ¶xn♢n∈N is a convergent sequence

of elements of X, then

lim
n→∞

∥xn, y∥α = ∥ lim
n→∞

xn, y∥α = 0, y ∈ X.

Let E, Y be normed spaces. A function f : E → Y is Cauchy-Jensen provided it
satisĄes the functional equation

(1.3) f



x+ y

2



+ f



x− y

2



= f(x),

and we can say that f : E → Y is Cauchy-Jensen on E0 if it satisĄes (1.3) for all
x, y ∈ E0 such that x+y

2
≠ 0 and x−y

2
̸= 0. Recently, interesting results concerning the

Cauchy-Jensen functional equation (1.3) have been obtained in [3, 6, 18, 20,21].
In 2018, Brzdȩk and Ciepliński [12] proved a new Ąxed point theorem in 2-Banach

spaces and showed its applications to the Ulam stability of some single-variable
equations and the most important functional equation in several variables. And they
extended the Ąxed point result to the n-normed spaces in [13].

The main purpose of this paper is to establish the stability result concerning the
functional equation (1.3) in (2, α)-Banach spaces using Ąxed point theorem which was
prove by Brzdȩk and Ciepliński [12]. Before approaching our main results, we present
the Ąxed point theorem concerning (2, α)-Banach spaces which is given in [15]. To
present it, we use the following three hypotheses.

(H1) E is a nonempty set,


Y, ∥·, ·∥α



is a (2, α)-Banach space, Y0 is a subset of Y

containing two linearly independent vectors, j ∈ N, fi : E → E, gi : Y0 → Y0, and
Li : E × Y0 → R+ for i = 1, . . . , j.

(H2) T : Y E → Y E is an operator satisfying the inequality

∥

∥

∥Tξ(x) − Tµ(x), y
∥

∥

∥

α
≤

j
∑

i=1

Li(x, y)
∥

∥

∥ξ


fi(x)


− µ


fi(x)


, gi(y)
∥

∥

∥

α
,

for all ξ, µ ∈ Y E, x ∈ E, y ∈ Y0.

(H3) Λ : RE×Y0

+ → R
E×Y0

+ is an operator deĄned by

Λδ(x, y) :=
j

∑

i=1

Li(x, y)δ


fi(x), gi(y)


, δ ∈ R
E×Y0

+ , x ∈ E, y ∈ Y0.

Theorem 1.2 ([15]). Let hypotheses (H1)-(H3) hold and functions ε : E × Y0 → R+

and φ : E → Y fulfill the following two conditions:
∥

∥

∥Tφ(x) − φ(x), y
∥

∥

∥

α
≤ε(x, y), x ∈ E, y ∈ Y0,

ε∗(x, y) :=
∞

∑

n=0



Λnε


(x, y) < ∞, x ∈ E, y ∈ Y0.

Then there exists a unique fixed point ψ of T for which
∥

∥

∥φ(x) − ψ(x), y
∥

∥

∥

α
≤ ε∗(x, y), x ∈ E, y ∈ Y0.
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Moreover,

ψ(x) := lim
n→∞

(Tnφ)(x), x ∈ E.

2. Main Results

In this section, we prove some stability results for the Cauchy-Jensen equation (1.3)
in (2, α)-Banach spaces by using Theorem 1.2. In what follows (Y, ∥·, ·∥α) is a real
(2, α)-Banach space.

Theorem 2.1. Let E be a normed space, (Y, ∥·, ·∥α) be a real (2, α)-Banach space, α

be a fixed real number, with 0 < α ≤ 1, Y0 be a subset of Y containing two linearly

independent vectors and h1, h2 : E0 × Y0 → R+ be two functions such that

U := ¶n ∈ N : bn := λ1(2 + n)λ2(2 + n) + λ1(1 + n)λ2(1 + n) < 1♢ ≠ ∅,

where

λi(n) := inf ¶t ∈ R+ : hi(nx, z) ≤ t hi(x, z), x ∈ E0, z ∈ Y0♢ ,

for all n ∈ N, where i = 1, 2. Assume that f : E → Y satisfies the inequality

(2.1)
∥

∥

∥

∥

f



x+ y

2



+ f



x− y

2



− f(x), z
∥

∥

∥

∥

α

≤ h1(x, z)h2(y, z),

for all x, y ∈ E0, z ∈ Y0 such that x+y

2
≠ 0 and x−y

2
̸= 0, then there exists a unique

Cauchy-Jensen function F : E → Y such that

(2.2)
∥

∥

∥f(x) − F (x), z
∥

∥

∥

α
≤ λ0h1(x, z)h2(x, z),

for all x ∈ E0, z ∈ Y0, where

λ0 := inf
n∈U

{

λ1(2 + n)λ2(n)

1 − bn

}

.

Proof. Replacing x by (2 +m)x and y by mx, where x ∈ E0 and m ∈ N, in inequality
(2.1), we get

(2.3)
∥

∥

∥f


(2 +m)x


− f((1 +m)x) − f(x), z
∥

∥

∥

α
≤ h1((2 +m)x, z)h2(mx, z),

for all x ∈ E0, z ∈ Y0. For each m ∈ N, we deĄne the operator Tm : Y E0 → Y E0 by

Tmξ(x) := ξ


(2 +m)x


− ξ((1 +m)x), ξ ∈ Y E0 , x ∈ E0.

Further put

(2.4) εm(x, z) := h1((2 +m)x, z)h2(mx, z), x ∈ E0, z ∈ Y0,

and observe that

(2.5) εm(x, z) = h1((2 +m)x, z)h2(mx, z) ≤ λ1(2 +m)λ2(m)h1(x, z)h2(x, z),

for all x ∈ E0, z ∈ Y0, m ∈ N. Then the inequality (2.3) takes the form
∥

∥

∥Tmf(x) − f(x), z
∥

∥

∥

α
≤ εm(x, z), x ∈ E0, z ∈ Y0.
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Furthermore, for every x ∈ E0, z ∈ Y E0 , ξ, µ ∈ Y E0 , we obtain
∥

∥

∥

∥

Tmξ(x) − Tmµ(x), z
∥

∥

∥

∥

α

=
∥

∥

∥

∥

ξ


(2 +m)x


− ξ((1 +m)x)

− µ


(2 +m)x


+ µ((1 +m)x), z
∥

∥

∥

∥

α

≤
∥

∥

∥

∥

(ξ − µ)


(2 +m)x


, z

∥

∥

∥

∥

α

+
∥

∥

∥

∥

(ξ − µ)((1 +m)x), z
∥

∥

∥

∥

α

.

This brings us to deĄne the operator Λm : RE0×Y0

+ → R
E0×Y0

+ by

Λmδ(x, z) := δ


(2 +m)x, z


+ δ((1 +m)x, z), δ ∈ R
E0×Y0

+ , x ∈ E0, z ∈ Y0.

For each m ∈ N the above operator has the form described in (H2) with f1(x) =
(2 +m)x, f2(x) = (1 +m)x, g1(z) = g2(z) = z and L1(x) = L2(x) = 1 for all x ∈ E0.
By mathematical induction on n ∈ N0, we prove that

(2.6) (Λn
mεm)(x, z) ≤ λ1(2 +m)λ2(m)bn

mh1(x, z)h2(x, z),

for all x ∈ E0 and z ∈ Y0, where

bm = λ1(2 +m)λ2(2 +m) + λ1(1 +m)λ2(1 +m).

From (2.4) and (2.5), we obtain that the inequality (2.6) holds for n = 0. Next, we
will assume that (2.6) holds for n = k, where k ∈ N. Then we have

(Λk+1

m εm)(x, z) = Λm



(Λk
mεm)(x, z)



= (Λk
mεm)



(2 +m)x, z


+ (Λk
mεm)((1 +m)x, z)

≤ λ1(2 +m)λ2(m)bk
mh1((2 +m)x, z)h2((2 +m)x, z)

+ λ1(2 +m)λ2(m)bk
mh1((1 +m)x, z)h2((1 +m)x, z)

= λ1(2 +m)λ2(m)bk+1

m h1(x, z)h2(x, z)

for all x ∈ E0, z ∈ Y0, m ∈ U. This shows that (2.6) holds for n = k+ 1. Now we can
conclude that the inequality (2.6) holds for all n ∈ N0. Hence, we obtain

ε∗

m(x, z) =
∞

∑

n=0

(Λn
mεm)(x, z)

≤
∞

∑

n=0

λ1(2 +m)λ2(m)bn
mh1(x, z)h2(x, z)

=
λ1(2 +m)λ2(m)

1 − bm

h1(x, z)h2(x, z) < ∞,

for all x ∈ E0, z ∈ Y0, m ∈ U. Therefore, according to Theorem 1.2 with φ = f , we
get that the limit

Fm(x) := lim
n→∞



T
n
mf



(x)
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exists for each x ∈ E0 and m ∈ U, and
(2.7)

∥

∥

∥f(x) − Fm(x), z
∥

∥

∥

α
≤
λ1(2 +m)λ2(m)h1(x, z)h2(x, z)

1 − bm

, x ∈ E0, z ∈ Y0, m ∈ U.

To prove that Fm satisĄes the functional equation (1.3), just prove the following
inequality

(2.8)
∥

∥

∥

∥

(Tn
mf)



x+ y

2



+ (Tn
mf)



x− y

2



− (Tn
mf)(x), z

∥

∥

∥

∥

α

≤ bn
mh1(x, z)h2(y, z),

for every x, y ∈ E0, z ∈ Y0, x+y

2
≠ 0 and x−y

2
≠ 0, n ∈ N0, and m ∈ U. Since the case

n = 0 is just (2.1), take k ∈ N and assume that (2.8) holds for n = k. Then, for each
x, y ∈ E0, z ∈ Y0 and m ∈ U, we have

∥

∥

∥

∥

(Tk+1

m f)
x+ y

2



+ (Tk+1

m f)
x− y

2



− (Tk+1

m f)(x), z
∥

∥

∥

∥

α

=
∥

∥

∥

∥

T
k
mf



(2 +m)
x+ y

2



− T
k
mf



(1 +m)
x+ y

2



+ T
k
mf



(2 +m)
x− y

2



− T
k
mf



(1 +m)
x− y

2



− T
k
mf



(2 +m)x


+ T
k
mf((1 +m)x), z

∥

∥

∥

∥

α

≤
∥

∥

∥

∥

T
k
mf



(2 +m)
x+ y

2



+ T
k
mf



(2 +m)
x− y

2



− T
k
mf



(2 +m)x


, z

∥

∥

∥

∥

α

+
∥

∥

∥

∥

T
k
mf



(1 +m)
x+ y

2



+ T
k
mf



(1 +m)
x− y

2



− T
k
mf((1 +m)x), z

∥

∥

∥

∥

α

≤bk
mh1



(2 +m)x, z


h2



(2 +m)y, z


+ bk
mh1



(1 +m)x, z


h2



(1 +m)y, z


=bk+1

m h1(x, z)h2(y, z).

Thus, by using the mathematical induction on n ∈ N0, we have shown that (2.8)
holds for all x, y ∈ E0, z ∈ Y0, n ∈ N0, and m ∈ U. Letting n → ∞ in (2.8), we
obtain the equality

Fm

x+ y

2



+ Fm

x− y

2



= Fm(x),

for all x, y ∈ E0, such that x+y

2
≠ 0 and x−y

2
≠ 0, m ∈ U. This implies that

Fm : E → Y , deĄned in this way, is a solution of the equation

(2.9) F (x) = F


(2 +m)x


− F ((1 +m)x), x ∈ E0, m ∈ U.

Next, we will prove that each Cauchy-Jensen function F : E → Y satisfying the
inequality

(2.10)
∥

∥

∥f(x) − F (x), z
∥

∥

∥

α
≤ L h1(x, z)h2(x, z), x ∈ E0, z ∈ Y0
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with some L > 0, is equal to Fm for each m ∈ U. To this end, we Ąx m0 ∈ U and
F : E → Y satisfying (2.10). From (2.7), for each x ∈ E, we get

∥

∥

∥F (x) − Fm0
(x), z

∥

∥

∥

α
≤

∥

∥

∥F (x) − f(x), z
∥

∥

∥

α
+

∥

∥

∥f(x) − Fm0
(x), z

∥

∥

∥

α

≤L h1(x, z)h2(x, z) + ε∗

m0
(x, z)

≤L0 h1(x, z)h2(x, z)
∞

∑

n=0

bn
m0
,(2.11)

where L0 := (1− bm0
)L+λ1(m0)λ2(m0) > 0 and we exclude the case that h1(x, z) ≡ 0

or h2(x, z) ≡ 0, which is trivial. Observe that F and Fm0
are solutions to equation

(2.9) for all m ∈ U. Next, we show that, for each j ∈ N0, we have

(2.12)
∥

∥

∥F (x) − Fm0
(x), z

∥

∥

∥

α
≤ L0 h1(x, z)h2(x, z)

∞
∑

n=j

bn
m0
, x ∈ E0, z ∈ Y0.

The case j = 0 is exactly (2.11). We Ąx k ∈ N and assume that (2.12) holds for j = k.
Then, in view of (2.11), for each x ∈ E0, z ∈ Y0, we get

∥

∥

∥F (x) − Fm0
(x), z

∥

∥

∥

α
=

∥

∥

∥F


(2 +m0)x


− F ((1 +m0)x)

− Fm0



(2 +m0)x


+ Fm0
((1 +m0)x), z

∥

∥

∥

α

≤
∥

∥

∥F


(2 +m0)x


− Fm0



(2 +m0)x


, z
∥

∥

∥

α

+
∥

∥

∥F ((1 +m0)x) − Fm0
((1 +m0)x), z

∥

∥

∥

α

≤L0 h1



(2 +m0)x, z


h2



(2 +m0)x, z


∞
∑

n=k

bn
m0

+ L0 h1



(1 +m0)x, z


h2



(1 +m0)x, z


∞
∑

n=k

bn
m0

=L0



h1



(2 +m0)x, z


h2



(2 +m0)x, z


+ h1



(1 +m0)x, z


h2



(1 +m0)x, z


 ∞
∑

n=k

bn
m0

≤L0 bm0
h1(x, z)h2(x, z)

∞
∑

n=k

bn
m0

=L0 h1(x, z)h2(x, z)
∞

∑

n=k+1

bn
m0
.

This shows that (2.12) holds for j = k+1. Now we can conclude that the inequality
(2.12) holds for all j ∈ N0. Now, letting j → ∞ in (2.12), we get

(2.13) F = Fm0
.
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Thus, we have also proved that Fm = Fm0
for each m ∈ U, which (in view of (2.7))

yields
∥

∥

∥f(x) − Fm0
(x), z

∥

∥

∥

α
≤
λ1(2 +m)λ2(m)h1(x, z)h2(x, z)

1 − bm

,

for all x ∈ E0, z ∈ Y0, m ∈ U. This implies (2.2) with F = Fm0
and (2.13) conĄrms

the uniqueness of F . □

Theorem 2.2. Let E be a normed space, (Y, ∥·, ·∥α) be a real (2, α)-Banach space, α

be a fixed real number with 0 < α ≤ 1, Y0 be a subset of Y containing two linearly

independent vectors and h : E0 × Y0 → R+ be a functions such that

U := ¶n ∈ N : βn := λ(2 + n) + λ(1 + n) < 1♢ ≠ ∅,

where

λ(n) := inf ¶t ∈ R+ : h(nx, z) ≤ t h(x, z), x ∈ E0, z ∈ Y0♢ ,

for all n ∈ N. Assume that f : E → Y satisfies the inequality

(2.14)
∥

∥

∥

∥

f



x+ y

2



+ f



x− y

2



− f(x), z
∥

∥

∥

∥

α

≤ h(x, z) + h(y, z),

for all x, y ∈ E0, z ∈ Y0 such that x+y

2
̸= 0 and x−y

2
̸= 0. Then there exists a unique

Cauchy-Jensen function F : E → Y such that
∥

∥

∥f(x) − F (x), z
∥

∥

∥

α
≤ λ0h(x, z),

for all x ∈ E0, z ∈ Y0, where

λ0 := inf
n∈U

{

λ(2 + n) + λ(n)

1 − λ(2 + n) − λ(1 + n)

}

.

Proof. Replacing x with (2 + m)x and y with mx, where x ∈ E0 and m ∈ N, in
inequality (2.14), we get

(2.15)
∥

∥

∥

∥

f


(2 +m)x


− f


(1 +m)x


− f(x), z
∥

∥

∥

∥

α

≤ h((2 +m)x, z) + h(mx, z),

for all x ∈ E0, z ∈ Y0. For each m ∈ N, we deĄne the operator Tm : Y E0 → Y E0 by

Tmξ(x) := ξ


(2 +m)x


− ξ


(1 +m)x


, ξ ∈ Y E0 , x ∈ E0.

Further put

(2.16) εm(x, z) := h((2 +m)x, z) + h(mx, z), x ∈ E0, z ∈ Y0,

and observe that

(2.17) εm(x, z) =


h((2+m)x, z)+h(mx, z)


≤ (λ(2+m)+λ(m))h(x, z), m ∈ N.

Then the inequality (2.15) takes the form
∥

∥

∥Tmf(x) − f(x), z
∥

∥

∥

α
≤ εm(x, z), x ∈ E0, z ∈ Y0.
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Furthermore, for every x ∈ E0, z ∈ Y0, ξ, µ ∈ Y E0 , we obtain
∥

∥

∥

∥

Tmξ(x) − Tmµ(x), z
∥

∥

∥

α
=

∥

∥

∥

∥

ξ


(2 +m)x


− ξ


(1 +m)x


− µ


(2 +m)x


+ µ


(1 +m)x


, z

∥

∥

∥

∥

α

≤
∥

∥

∥

∥

(ξ − µ)


(2 +m)x


, z

∥

∥

∥

∥

α

+
∥

∥

∥

∥

(ξ − µ)


(1 +m)x


, z

∥

∥

∥

∥

α

.

This brings us to deĄne the operator Λm : RE0×Y0

+ → R
E0×Y0

+ by

Λmδ(x, z) := δ


(2 +m)x, z


+ δ


(1 +m)x, z


, δ ∈ R
E0×Y0

+ , x ∈ E0, z ∈ Y0.

For each m ∈ N the above operator has the form described in (H2) with f1(x) =
(2 +m)x, f2(x) = (1 +m)x, g1(z) = g2(z) = z and L1(x) = L2(x) = 1 for all x ∈ X.
By mathematical induction on n ∈ N0, we prove that

(2.18) (Λn
mεm)(x, z) ≤ (λ(2 +m) + λ(m))βn

mh(x, z),

for all x ∈ E0 and z ∈ Y0, where

βm := λ(2 +m) + λ(1 +m).

From (2.16) and (2.17), we obtain that the inequality (2.18) holds for n = 0. Next,
we will assume that (2.18) holds for n = k, where k ∈ N. Then we have

(Λk+1

m εm)(x, z) =Λm



(Λk
mεm)(x, z)



=(Λk
mεm)



(2 +m)x, z


+ (Λk
mεm)



(1 +m)x, z


≤


(λ(2 +m) + λ(m))βk
mh((2 +m)x, z)

+ (λ(2 +m) + λ(m))βk
mh((1 +m)x, z)



=(λ(2 +m) + λ(m))βk+1

m h(x, z),

for all x ∈ E0, z ∈ Y0, m ∈ U. This shows that (2.18) holds for n = k + 1. Now we
can conclude that the inequality (2.18) holds for all n ∈ N0. Hence, we obtain

ε∗

m(x, z) =
∞

∑

n=0

(Λn
mεm)(x, z)

≤
∞

∑

n=0

(λ(2 +m) + λ(m))βn
mh(x, z)

=
(λ(2 +m) + λ(m))h(x, z)

(1 − βm)
< ∞,

for all x ∈ E0, z ∈ Y0, m ∈ U. Therefore, according to Theorem 1.2 with φ = f , we
get that the limit

Fm(x) := lim
n→∞



T
n
mf



(x)
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exists for each x ∈ E0 and m ∈ U, and
∥

∥

∥f(x) − Fm(x), z
∥

∥

∥

α
≤

(λ(2 +m) + λ(m))h(x, z)

(1 − βm)
, x ∈ E0, z ∈ Y0, m ∈ U.

By a similar method in the proof of Theorem 2.1, we show that
∥

∥

∥

∥

(Tn
mf)



x+ y


+ (Tn
mf)



x− y


− (Tn
mf)(x), z

∥

∥

∥

∥

α

≤ βn
m(h(x, z) + h(y, z)),

for every x, y ∈ E0, z ∈ Y0, n ∈ N0 and m ∈ U. Also, the remaining reasonings are
analogous as in the proof of that theorem. □

3. Applications

According to above theorems, we can obtain the following corollaries for the hyper-
stability results of the Cauchy-Jensen equation (1.3) in (2, α)-Banach spaces.

Corollary 3.1. Let E be a normed space, (Y, ∥·, ·∥α) be a real (2, α)-Banach space,

α be a fixed real number with 0 < α ≤ 1, Y0 be a subset of Y containing two linearly

independent vectors and h1, h2, and U be as in Theorem 2.1. Assume that

(3.1)

{

limn→∞ λ1(2 + n)λ2(n) = 0,
limn→∞ λ1(2 + n)λ2(2 + n) = limn→∞ λ1(1 + n)λ2(1 + n) = 0.

Then every function f : E → Y satisfying (2.1) is a solution of (1.3) on E0.

Proof. Suppose that f : E → Y satisĄes (2.1). Then, by Theorem 2.1, there exists a
function F : E → Y satisfying (1.3) and

∥f(x) − F (x), z∥α ≤ λ0h1(x, z)h2(x, z),

for all x ∈ E0, z ∈ Y0, where

λ0 := inf
n∈U

{

λ1(2 + n)λ2(n)

1 − bn

}

.

By (3.1), λ0 = 0. This means that f(x) = F (x) for all x ∈ E0, whence

f



x+ y

2



+ f



x− y

2



= f(x),

for all x, y ∈ E0 such that x+y

2
̸= 0 and x−y

2
≠ 0, which implies that f satisĄes the

functional equation (1.3) on E0. □

Corollary 3.2. Let E be a normed space, (Y, ∥·, ·∥α) be a real (2, α)-Banach space,

α be a fixed real number with 0 < α ≤ 1, Y0 be a subset of Y containing two linearly

independent vectors and h1 and U be as in Theorem 2.2. Assume that

(3.2)

{

limn→∞(λ1(2 + n) + λ2(n)) = 0,
limn→∞(λ1(2 + n) + λ2(1 + n)) = 0.

Then every function f : E → Y satisfying (2.14) is a solution of (1.3) on E0.
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Proof. Suppose that f : E → Y satisĄes (2.14). Then, by Theorem 2.2, there exists a
function F : E → Y satisfying (1.3) and

∥f(x) − F (x), z∥α ≤ λ0h(x, z)

for all x ∈ E0, z ∈ Y0, where

λ0 := inf
n∈U

{

λ1(2 + n) + λ2(n)

1 − βn

}

.

By (3.2), λ0 = 0. This means that f(x) = F (x) for all x ∈ E0, whence

f



x+ y

2



+ f



x− y

2



= f(x),

for all x, y ∈ E0 such that x+y

2
̸= 0 and x−y

2
≠ 0, which implies that f satisĄes the

functional equation (1.3) on E0. □
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k-TYPE BI-NULL CARTAN SLANT HELICES IN R
6
2

ALI UÇUM1∗ AND KAZIM İLARSLAN2

Abstract. In the present paper, we give the notion of k-type bi-null Cartan slant
helices in R

6

2
, where k ∈ ¶1, 2, 3, 4, 5, 6♢. We give the necessary and sufficient

conditions for bi-null Cartan curves to be k-type slant helices in terms of their
curvature functions.

1. Introduction

The notion of a slant helix is introduced by Izumiya and Takeuchi [4]. A curve
γ with non-zero curvature is called a slant helix in Euclidean 3-space R

3 if the
principal normal line of γ makes a constant angle with a fixed vector in R

3. Some
characterizations of such curves were presented in [1, 5, 6, 9].

Further, k-type slant helices emerged and attracted attention of researchers. Ergüt
et al. ([3]) studied k-slant helices in Minkowski 3-space R

3
1. The curves of such type

were studied in Minkowski space-time R
4
1 by some researchers in [2, 7].

Bi-null Cartan curves in R
n
2 are defined in [8]. Some characterizations of bi-null

Cartan curves in terms of their curvature functions in R
n
2 for n ≥ 6 are also given in

[8]. The necessary and the sufficient conditions for bi-null curves to be k-type slant
helices in semi-Euclidean spaces R

6
3 and R

5
2 are given in [10,11].

On the other hand, the third named author of this paper gave the notion of bi-
null Cartan curves in semi-Euclidean spaces R

n
2 of index 2, together with the unique

Cartan frame and the Cartan curvatures. He discussed some properties of bi-null
Cartan curves in terms of the Cartan curvatures in the case where n ≥ 6 ([8]). In R

5
2

and R
6
3, we define k-type bi-null slant helices and we give the necessary and sufficient

Key words and phrases. k-Slant helix, bi-null Cartan curves, semi-Euclidean space, Cartan curva-
tures, Frenet equations.
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conditions for bi-null curves to be k-type slant helices in terms of their curvature
functions ([10, 11]).

In this paper, we give the notion of k-type bi-null Cartan slant helices in R
6
2, where

k ∈ ¶1, 2, 3, 4, 5, 6♢. We give the necessary and sufficient conditions for bi-null Cartan
curves to be k-type slant helices in terms of their curvature functions.

2. Priliminaries

In this section, following [8], we recall the Frenet equations for bi-null Cartan curves
in R

6
2. Let R

6
2 be the 6-dimensional semi-Euclidean space of index 2 with standard

coordinate system ¶x1, x2, x3, x4, x5, x6♢ and metric

ds2 = dx2
1 + dx2

2 + dx2
3 + dx2

4 − dx2
5 − dx2

6.

We denote by ⟨·, ·⟩ the inner product on R
6
2. Recall that a vector v ∈ R

6
2\¶0♢ can

be spacelike if ⟨v, v⟩ > 0, timelike if ⟨v, v⟩ < 0 and null (lightlike) if ⟨v, v⟩ = 0. In
particular, the vector v = 0 is said to be spacelike. The norm of a vector v is given

by ♣♣v♣♣ =
√

♣ ⟨v, v⟩ ♣. Two vectors v and w are said to be orthogonal, if ⟨v, w⟩ = 0.

We say that a curve γ (t) in R
6
2 is a bi-null curve if span¶γ′ (t) , γ′′ (t)♢ is an isotropic

2-plane for all t. That is,

⟨γ′ (t) , γ′ (t)⟩ = ⟨γ′ (t) , γ′′ (t)⟩ = ⟨γ′′ (t) , γ′′ (t)⟩ = 0,

and ¶γ′ (t) , γ′′ (t)♢ are linearly independent. The condition is independent of the
choice of the parameter.

We say that a bi-null curve γ (t) in R
6
2 is parametrized by the bi-null arc if

〈

γ(3) (t) , γ(3) (t)
〉

= 1. If a bi-null curve γ (t) in R
6
2 satisfies

〈

γ(3) (t) , γ(3) (t)
〉

≠ 0,

then by the anti-isometry of R6
2, we may assume that

〈

γ(3) (t) , γ(3) (t)
〉

> 0 and we

can see that

u (t) =
∫ t

t0

〈

γ(3) (t) , γ(3) (t)
〉1/6

dt

becomes the bi-null arc parameter.

Let us say that a bi-null curve γ (t) in R
6
2 with

〈

γ(3) (t) , γ(3) (t)
〉

> 0 is a bi-null

Cartan curve if
{

γ′ (t) , γ′′ (t) , γ(3) (t) , γ(4) (t) , γ(5) (t)
}

are linearly independent for
any t.

For a bi-null Cartan curve γ (t) in R
6
2 with bi-null arc parameter t, there exists a

unique pseudo-orthonormal frame ¶L1, L2, N1, N2, W1, W2♢ such that

γ′ =L1, L′

1 = L2, L′

2 = W1,

W ′

1 = − k0L2 − N2,

N ′

2 = − k1L1 − N1 + k0W1,(2.1)

N ′

1 =k1L2 + k2W2,

W ′

2 = − k2L1,
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where N1, N2 are null, ⟨L1, N1⟩ = ⟨L2, N2⟩ = 1, ¶L1, N1♢, ¶L2, N2♢ and ¶W1, W2♢
are mutually orthogonal, ¶W1, W2♢ are orthonormal of signature (+, +), and ¶L1,
L2, N1, N2, W1, W2♢ is positively oriented.

We say that the pseudo-orthonormal frame ¶L1, L2, N1, N2, W1, W2♢ is the Cartan
frame and the functions ¶k0, k1, k2♢ are the Cartan curvatures of γ.

3. k-Type Bi-Null Cartan Slant Helices

Let γ (t) be a bi-null Cartan curve in R
6
2 with bi-null arc parameter t and Cartan

frame ¶L1, L2, N1, N2, W1, W2♢ . Let us set V1 = L1, V2 = L2, V3 = N1, V4 = N2,
V5 = W1 and V6 = W2. Then we give the following definition.

Definition 3.1. A bi-null Cartan curve γ in R
6
2 with Cartan frame ¶V1, V2, V3, V4, V5,

V6♢ is called a k-type bi-null Cartan slant helix if there exists a non-zero fixed vector
U ∈ R

6
2 such that the following holds

⟨Vk, U⟩ = constant, where k ∈ ¶1, 2, 3, 4, 5, 6♢ .

Firstly, we consider 1-type bi-null Cartan slant helices in R
6
2.

Theorem 3.1. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and non-zero k2. Then γ (t) is a 1-type bi-null Cartan slant helix if and

only if k1 and k2 satisfy the following

(3.1) k2 −



k′

1

k2



′

= 0.

Proof. Assume that γ (t) is a 1-type bi-null Cartan slant helix parametrized by bi-null
arc t with k0, k1 and non-zero k2. Then there exists a non-zero fixed vector U ∈ R

6
2

such that

(3.2) ⟨L1, U⟩ = c, c ∈ R.

Taking derivative of the equation (3.2) with respect to t and using equations (2.1),
we get

(3.3) ⟨L2, U⟩ = 0, ⟨W1, U⟩ = 0, ⟨N2, U⟩ = 0.

Then using (3.3) , we can write U as follows

(3.4) U = λ1L1 + cN1 + λ2W2,

where λ1 and λ2 are differentiable functions. Taking derivative of the equation (3.4)
with respect to t and using equations (2.1) , we have

0 = (λ′

1 − λ2k2) L1 + (λ1 + ck1) L2 + (ck2 + λ′

2) W2,

which implies that

(3.5)











λ′

1 − λ2k2 = 0,
λ1 + ck1 = 0,
ck2 + λ′

2 = 0.
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From (3.5) , we find that c ̸= 0 and

λ1 = −ck1, λ2 = −c
k′

1

k2

, k2 −



k′

1

k2



′

= 0.

Conversely, assume that k1 and k2 satisfy

k2 −



k′

1

k2



′

= 0.

For c ̸= 0, choosing the vector U as

(3.6) U = −ck1L1 + cN1 − (ck′

1/k2) W2,

we get U ′ = 0 and ⟨L1, U⟩ = c (constant). Thus, γ (t) is a 1-type bi-null Cartan slant
helix. □

Example 3.1. The following curvature functions satisfy (3.1):
(i) k1 = t2/2, k2 = 1;
(ii) k1 = 2t2, k2 = −2.

Corollary 3.1. The axis of a 1-type bi-null Cartan slant helix γ (t) in R
6
2 with k0, k1

and non-zero k2, is given by

(3.7) U = −ck1L1 + cN1 − (ck′

1/k2) W2,

where c ∈ R/¶0♢.

Corollary 3.2. There exists no 1-type bi-null Cartan slant helix γ (t) in R
6
2 with k0,

k1 and non-zero k2, whose axis U satisfies ⟨L1, U⟩ = 0.

Corollary 3.3. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and non-zero k2. Assume that k′

1 ̸= 0. Then γ (t) is a 1-type bi-null

Cartan slant helix if and only if k1 and k2 satisfy that

(3.8) − 2k1 +



k′

1

k2

2

= constant.

Proof. Assume that γ (t) is a 1-type bi-null Cartan slant helix in R
6
2 parametrized by

bi-null arc t with k0, k1 and non-zero k2. Using Corollary 3.1 and that U is constant,
we obtain

−2k1 +



k′

1

k2

2

= constant.

Conversely, assume that the relation (3.8) holds. Then taking derivative of the
equation (3.8) with respect to t, we get

k2 −



k′

1

k2



′

= 0.

Thus from Theorem 3.1, we find that γ (t) is a 1-type bi-null Cartan slant helix. □
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Corollary 3.4. Let γ (t) be a 1-type bi-null Cartan slant helix in R
6
2 parametrized by

bi-null arc t with k0, k1 and non-zero k2. Then we get

k1 =
1

2


∫

k2 (t) dt + a
2

+ b,

where a, b ∈ R.

Secondly, we consider 2-type bi-null Cartan slant helices in R
6
2.

Theorem 3.2. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and non-zero k2. Then γ (t) is a 2-type bi-null Cartan slant helix if and

only if k0, k1 and k2 satisfy

(3.9) k2 (ct + a) +


1

k2

(ck′′

0 − 2ck1 − k′

1 (ct + a))
′

= 0,

where a, c ∈ R and (a, c) ̸= (0, 0).

Proof. Assume that γ (t) is a 2-type bi-null Cartan slant helix parametrized by bi-null
arc t with k0, k1 and non-zero k2. Then there exists a non-zero fixed vector U ∈ R

6
2

such that

(3.10) ⟨L2, U⟩ = c, c ∈ R.

Taking derivative of the equation (3.10) with respect to t and using equations (2.1),
we get ⟨W1, U⟩ = 0. Then we can write the vector U as follows

(3.11) U = λ1L1 + λ2L2 + λ3N1 + cN2 + λ4W2,

where λi is a differentiable function (i ∈ ¶1, 2, 3, 4♢). Differentiating the equation
(3.11) with respect to t and using equations (2.1), we get

0 = (λ′

1 − ck1 − λ4k2) L1 + (λ1 + λ′

2 + λ3k1) L2 + (λ′

3 − c) N1

+ (λ2 + ck0) W1 + (λ3k2 + λ′

4) W2,

which implies that

(3.12)



























λ′

1 − ck1 − λ4k2 = 0,
λ1 + λ′

2 + λ3k1 = 0,
λ′

3 − c = 0,
λ2 + ck0 = 0,

λ3k2 + λ′

4 = 0.

Solving (3.12), we get

λ1 =ck′

0 − k1 (ct + a) , λ2 = −ck0, λ3 = ct + a,

λ4 =
1

k2

(ck′′

0 − 2ck1 − k′

1 (ct + a))

and

k2 (ct + a) +


1

k2

(ck′′

0 − 2ck1 − k′

1 (ct + a))
′

= 0,
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where a, c ∈ R and (a, c) ̸= (0, 0).
Conversely, assume that the following relation holds

k2 (ct + a) +


1

k2

(ck′′

0 − 2ck1 − k′

1 (ct + a))
′

= 0,

where a, c ∈ R and (a, c) ̸= (0, 0). Then choosing the vector U as follows

U = (ck′

0 − k1 (ct + a)) L1 − ck0L2 + (ct + a) N1 + cN2

+
1

k2

(ck′′

0 − 2ck1 − k′

1 (ct + a)) W2,

we get U ′ = 0 and ⟨L2, U⟩ = c (constant). Thus, γ (t) is a 2-type bi-null Cartan slant
helix. □

Example 3.2. The following curvature functions satisfy (3.9):
(i) c = 0, a = 1, k0 = t2, k1 = t2/2, k2 = 1;
(ii) c = 1, a = 0, k0 = t, k1 = t2/8, k2 = 1.

Corollary 3.5. The axis of a 2-type bi-null Cartan slant helix γ (t) in R
6
2 with k0, k1

and k2 ̸= 0, is given by

U = (ck′

0 − k1 (ct + a)) L1 − ck0L2 + (ct + a) N1 + cN2

+
1

k2

(ck′′

0 − 2ck1 − k′

1 (ct + a)) W2,

where a, c ∈ R and (a, c) ̸= (0, 0).

Corollary 3.6. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and k2 ̸= 0. If γ (t) is a 1-type bi-null Cartan slant helix then γ (t) is a

2-type bi-null Cartan slant helix whose principal normal L2 is orthogonal to the axis

U of the helix.

Thirdly, we consider 3-type bi-null Cartan slant helices in R
6
2.

Theorem 3.3. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and non-zero k2. Then γ (t) is a 3-type bi-null Cartan slant helix if and

only if k0, k1 and k2 satisfy

(3.13) λ
(4)
2 + 2k0λ

′′

2 + k′

0λ
′

2 − λ2k1 = c

and

(3.14) k2λ2 −



k1λ
′

2

k2



′

= 0,

where c ∈ R and λ2 is a differentiable function which is not identically zero.

Proof. Assume that γ (t) is a 3-type bi-null Cartan slant helix parametrized by bi-null
arc t with k0, k1 and non-zero k2. Then there exists a non-zero fixed vector U ∈ R

6
2

such that

(3.15) ⟨N1, U⟩ = c, c ∈ R.
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Then we can write U as follows

(3.16) U = cL1 + λ1L2 + λ2N1 + λ3N2 + λ4W1 + λ5W2,

where λi is a differentiable function. Taking derivative of the equation (3.16) with
respect to t and using equations (2.1), we get

0 = (−k1λ3 − λ5k2) L1 + (c + λ′

1 + λ2k1 − λ4k0) L2 + (λ′

2 − λ3) N1

+ (λ′

3 − λ4) N2 + (λ1 + k0λ3 + λ′

4) W1 + (k2λ2 + λ′

5) W2,

which implies that

(3.17)







































−k1λ3 − λ5k2 = 0,
c + λ′

1 + λ2k1 − λ4k0 = 0,
λ′

2 − λ3 = 0,
λ′

3 − λ4 = 0,
λ1 + k0λ3 + λ′

4 = 0,
k2λ2 + λ′

5 = 0.

By (3.17) , λ2 cannot be identically zero. Solving (3.17), we get

λ
(4)
2 + 2k0λ

′′

2 + k′

0λ
′

2 − λ2k1 = c

and

k2λ2 −



k1λ
′

2

k2



′

= 0,

where c ∈ R.
Conversely, assume that the following relation holds

λ
(4)
2 + 2k0λ

′′

2 + k′

0λ
′

2 − λ2k1 = c

and

k2λ2 −



k1λ
′

2

k2



′

= 0,

where c ∈ R and λ2 is a differentiable function which is not identically zero. Then
choosing the vector U as follows

U = cL1 −


k0λ
′

2 + λ
(3)
2



L2 + λ2N1 + λ′

2N2 + λ′′

2W1 −
k1

k2

λ′

2W2,

we get U ′ = 0 and ⟨N1, U⟩ = c (constant). Thus, γ (t) is a 3-type bi-null Cartan slant
helix. □

Example 3.3. The following curvature functions satisfy the equations (3.13) and (3.14):
(i) λ2 = t, k0 = −t + (t4/8), k1 = t2/2, k2 = 1, c = −1;
(ii) λ2 = t2, k0 = t6/128, k1 = t4/8, k2 = t, c = 0.

Corollary 3.7. The axis of a 3-type bi-null Cartan slant helix γ (t) in R
6
2 with k0, k1

and k2 ̸= 0, is given by

U = cL1 −


k0λ
′

2 + λ
(3)
2



L2 + λ2N1 + λ′

2N2 + λ′′

2W1 −
k1

k2

λ′

2W2,



926 A. UÇUM AND K. İLARSLAN

where c ∈ R and λ2 is a differentiable function that is not identically zero.

Let us consider 4-type bi-null Cartan slant helices in R
6
2. In the following, we omit

the proofs.

Theorem 3.4. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and non-zero k2. Then γ (t) is a 4-type bi-null Cartan slant helix if and

only if k0, k1 and k2 satisfy

(3.18) k2λ2 +


1

k2



k0λ
(3)
2 + k′

0λ
′′

2 − k′

1λ2 − 2k1λ
′

2



′

= 0

and

(3.19) c + k0λ
′

2 + λ
(3)
2 = 0,

where c ∈ R and λ2 is a differentiable function which is not identically zero.

Example 3.4. The following curvature functions satisfy the equations (3.18) and (3.19):
(i) λ2 = t, k0 = −c, k1 = t2/8, k2 = 1;
(ii) λ2 = 1, k0 = t, k1 = t2/2, k2 = 1, c = 0.

Corollary 3.8. The axis of a 4-type bi-null Cartan slant helix γ (t) in R
6
2 with k0, k1

and k2 ̸= 0, is given by

U = (k0λ
′′

2 − k1λ2) L1 + cL2 + λ2N1 + λ′

2N2 + λ′′

2W1

+
1

k2



k0λ
(3)
2 + k′

0λ
′′

2 − k′

1λ2 − 2k1λ
′

2



W2,

where c ∈ R and λ2 is a differentiable function that is not identically zero.

Let us consider 5-type bi-null Cartan slant helices in R
6
2. In the following, we omit

the proofs.

Theorem 3.5. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and non-zero k2. Then γ (t) is a 5-type bi-null Cartan slant helix if and

only if k0, k1 and k2 satisfy

λ′ + k2



c
t2

2
+ a1t + a2



= 0,

where

λ =
1

k2



3ck′

0 + (k′′

0 − 2k1) (ct + a1) − k′

1



ct2

2
+ a1t + a2



,

c, a1, a2 ∈ R and (c, a1, a2) ̸= (0, 0, 0).

Example 3.5. The following curvature functions satisfy the above equations:
(i) c = a1 = 0, a2 = 1, k0 = t2, k1 = −t2/2, k2 = 1;
(ii) c = a2 = 0, a1 = 1, k0 = 1, k1 = (t2/8) + (1/2t2), k2 = 1.
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Corollary 3.9. The axis of a 5-type bi-null Cartan slant helix γ (t) in R
6
2, with k0,

k1 and k2 ̸= 0, is given by

U =



2ck0 + k′

0 (ct + a1) − k1



ct2

2
+ a1t + a2



L1 − k0 (ct + a1) L2

+



ct2

2
+ a1t + a2



N1 + (ct + a1) N2 + cW1

+
1

k2



3ck′

0 + (k′′

0 − 2k1) (ct + a1) − k′

1



ct2

2
+ a1t + a2



W2,

where c, a1, a2 ∈ R and (c, a1, a2) ̸= (0, 0, 0).

Corollary 3.10. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1 and k2 ̸= 0. If γ (t) is a 2-type bi-null Cartan slant helix then γ (t) is a

5-type bi-null Cartan slant helix such that W1 is orthogonal to the axis U of the helix.

Lastly, we consider 6-type bi-null Cartan slant helices in R
6
2.

Theorem 3.6. Let γ (t) be a bi-null Cartan curve in R
6
2 parametrized by bi-null arc

t with k0, k1, k2. If γ (t) is a 6-type bi-null Cartan slant helix, then it lies in some

hyperplane of index 2.

Proof. Assume that γ (t) is a 6-type bi-null Cartan slant helix parametrized by bi-null
arc t with k0, k1, k2. Then there exists a non-zero fixed vector U ∈ R

6
2 such that

(3.20) ⟨W2, U⟩ = c, c ∈ R.

Taking derivative of the equation (3.20) with respect to t and using equations (2.1),
we get

(3.21) k2 ⟨L1, U⟩ = 0.

Assume that k2 ̸= 0. Then we have

⟨L1, U⟩ = ⟨L2, U⟩ = ⟨W1, U⟩ = ⟨N2, U⟩ = ⟨N1, U⟩ = ⟨W2, U⟩ = 0,

and U is zero, which is a contradiction. Thus, k2 = 0 which means that γ (t) lies in
some hyperplane of index 2. □

Remark 3.1. Any bi-null Cartan curve in R
6
2 with k2 = 0 is 6-type bi-null Cartan

helix, since W2 is a constant vector, so it trivially makes constant angle with any fixed
direction.
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NUMERICAL SOLUTION OF SHRÖDINGER EQUATIONS BASED
ON THE MESHLESS METHODS
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AND MOHAMMAD REZA HOOSHMANDASL2∗

Abstract. In this work, two-dimensional time-dependent quantum equation prob-
lems are studied. We introduce a numerical algorithm for solving the two-dimensional
nonlinear complex quantum system with MLS and FDM methods. An efficient and
accurate computational algorithm based on both, the moving least squares (MLS)
and the finite difference (FDM) methods is proposed for solving it. The results
demonstrate that the proposed algorithm is a robust algorithm with good accuracy.
This is developed on MLS and FDM methods using numerical simulation for solving
these kind of problems.

1. Introduction

Recently, some researchers have considered several types of quantum equations
such as two-dimensional time-dependent Shrödinger equations mainly used for mod-
eling several physical phenomena. These types of equations appear in many science
and engineering problems. Very interesting problems in quantum physics consist of
multi-particle systems that can be modeled by the multi-particle Shrödinger equa-
tions. These equations are important in many different fields of science such as wave
propagation, relativistic quantum mechanics, quantum field theory and mathematical
physics [2, 8, 10,12,16,18,19].

There are various achievements on the numerical solution of partial differential
equations (PDEs). Many numerical algorithms have been developed for the solution
of partial differential equations such as meshless methods, finite difference methods,
differential quadrature methods, radial basis functions and collocation base methods.

Key words and phrases. Time-dependent quantum equations, moving least squares (MLS) method,
finite difference scheme (FDM).
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However, the meshless methods are generally used as mathematical tools for solving
system of differential equations. These numerical approximation methods are suitable
for solving ordinary and partial differential equations. The simple structure of these
methods are implemented in algorithms to solve these types of differential equations
[1, 3–5,7–9,13,14,17].

The main object of this paper is to present an efficient numerical algorithm based
on the MLS method to solve the following 2D time-dependent Shrödinger equation
of the form:

(1.1) − iut(x, y, t) = (uxx(x, y, t) + uyy(x, y, t))u(x, y, t) + Ve(x, y, t)u(x, y, t),

where (x, y, t) ∈ [a, b] × [c, d] × [0, T ]. The initial condition for the above equation is

(1.2) u(x, y, 0) = g1(x, y),

while the boundary conditions are:

u(a, y, t) = h1(y, t),u(b, y, t) = h2(y, t),(1.3)

u(x, c, t) = h3(x, t),u(x, d, t) = h2(x, t).

2. The MLS Approximation

Consider the 2-D unknown function u(x, y) and randomly located nodes (xi, yj),
i = 1, 2, . . . , N , j = 1, 2, . . . ,M . Then we define

zk = (xi, yj),

where

i =







k
M
, M ♣k,

k −
[

k
M

]

M, otherwise,

and

j =







M, M ♣k,
[

k
M

]

+ 1, otherwise.

In other words we have k = (i − 1)m + j. To approximate u(x, y) by MLS method,
we can write

u(x, y) =
m

∑

j=1

pj(x, y)aj(x, y) ≜ pT (x, y)a(x, y), for all (x, y) ∈ [a, b] × [c, d],(2.1)

where aj(x, y) are the unknown coefficients and pT (x, y) = [ p1(x, y) · · · pm(x, y) ]
here pj(x, y) are the basis polynomial functions. For example, the linear basis is
pT (x, y) = [ 1 x y ] and the quadratic basis is pT (x, y) = [ 1 x y x2 y2 xy ].
The unknown coefficients aj(x, y) can be determined by MLS method. In this method,
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the main concept is minimizing the weighted error of the exact values and approxi-
mations of the function. The weighted error function is defined as
(2.2)

S(x, y) =
N2

∑

k=1

wk(x, y)
(

uh(xi, yj) − uk

2
=

N2

∑

k=1

wk(x, y)
(

pT (xi, yj)a(x, y) − uk

2
.

In weighted error function, (xi, yj), i = 1, 2, . . . , N , j = 1, 2, . . . , N , are the nodes and
wk(xi, yi), k = 1, 2, . . . , N2, are weighting functions associated with the nodes (xi, yj),
i = 1, 2, . . . , N , j = 1, 2, . . . , N . Here, the Gaussian weight function is preferred
rather than other popular weighted functions. In kth node, we use the Gaussian
weight function as [11]:

wk(x, y) =



















exp
[

−(dk

α
)

2
]

− exp[−(hk

α
)

2
]

1 − exp
[

−(hk

α
)

2
] , 0 ≤ dk < hk,

0, dk ≥ hk,

where dk = ∥(x, y) − (xi, yj)∥, α is a constant used for controlling the shape of the
weight function and hk denotes support domain size of the node (xi, yj).

In other words, an equivalent form of the Gaussian weight function can be used:

(2.3) wk(x, y) =















exp (−s2
kr

2
k) − exp(−s2

k)

1 − exp(−s2
k)

, 0 ≤ rk < 1,

0, rk ≥ 1,

where

rk =
∥(x, y) − (xi, yj)∥

hk

, sk =
hk

α
.

To minimize S in (2.2), with respect to a(x, y) we require that

∂S

∂a
= 0,

which yields the following equations:

N2

∑

k=1

wk(x, y)2p1(xi, yj)[p
T (xi, yj)a(x, y) − uk] =0,

N2

∑

k=1

wk(x, y)2p2(xi, yj)[p
T (xi, yj)a(x, y) − uk] =0,

...

N2

∑

k=1

wk(x, y)2pm(xi, yj)[p
T (xi, yj)a(x, y) − uk] =0.
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The above equations can be formulated as

N2

∑

k=1

wk(x, y)









p1(xi, yj)
...

pm(xi, yj)









[p1(xi, yj), . . . , pm(xi, yj)]









a1(x, y)
...

am(x, y)









(2.4)

=
N2

∑

k=1

wk(x, y)









p1(xi, yj)
...

pm(xi, yj)









uk.

The matrices C(x, y), D(x, y) and column vector u are defined as follows:

C(x, y) =
N2

∑

k=1

wk(x, y)









p1(xi, yj)
...

pm(xi, yj)









[p1(xi, yj), . . . , pm(xi, yj)],(2.5)

D(x, y) =
N2

∑

k=1

wk(x, y)









p1(xi, yj)
...

p1(xi, yj)









,

u = [u1, . . . , uN2 ]T .

Then (2.4) may be re-written in the following compact form:

C(x, y)a(x, y) = D(x, y)u,

therefore, we have

a(x, y) = C−1(x, y)D(x, y)u.

After computing a(x, y) in the above equation and substituting it into (2.1), the MLS
can be approximated as follows:

u(x, y) = pT (x, y)C−1(x, y)D(x, y) = ΦT (x, y)u =
N2

∑

k=1

ϕk(x, y)uk,

where

(2.6) ΦT (x, y) = [ ϕ1(x, y) · · · ϕN2(x) ] = pT (x, y)C−1(x, y)D(x, y)

and

ϕk(x, y) = pT (x, y)[C−1(x, y)wk(x, y)p(xi, yj).

The function ϕk(x, y) is commonly known as the shape function of the nodal point
(xi, yj) in the MLS approximation. In this section, we need to compute derivatives of
ϕk(x, y) and C−1(x, y). If F is a nonsingular matrix then, we have F−1F = I. Thus,
its differentiation with respect to x gives F−1

x F + F−1Fx = 0 and F−1
x = −F−1FxF−1.

We can write

F−1
xx = −

(

F−1
x FxF−1 + F−1FxxF−1 + F−1FxF−1

x



.
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The above equations can be written in a simpler form:

F−1
xx = 2

(

F−1FxF−1FxF−1


− F−1FxxF−1.

Now, the first derivative of ϕj(x, y) with respect to x is obtained as

ΦT
x = pT

x C−1D + pT C−1
x D + pT C−1Dx

= pT
x C−1D − pT C−1CxC−1D + pT C−1Dx,

also the second derivative of ϕj(x, y) with respect to x is obtained as

ΦT
xx =pT

xxC−1D − pT
x C−1CxC−1D + pT

x C−1Dx − pT
x C−1CxC−1D

+ pT C−1CxC−1CxC−1D − pT C−1CxxC−1D + pT C−1CxC−1CxC−1D

− pT C−1CxC−1Dx + pT
x C−1Dx + pT C−1Dxx − pT C−1CxC−1Dx.

We can write these equations in a simpler form:

ΦT
xx =pT

xxC−1D + 2(pT C−1CxC−1CxC−1D − pT C−1CxC−1Dx)(2.7)

− pT C−1CxxC−1D + pT C−1Dxx − 2(pT
x C−1CxC−1D − pT

x C−1Dx).

In a similar method, we can obtain the first and second derivatives of ϕj(x, y) with
respect to y as follows:

ΦT
y =pT

y C−1D − pT C−1CyC−1D + pT C−1Dy

and

ΦT
yy =pT

yyC−1D − pT C−1CyyC−1D + pT C−1Dyy + 2(pT C−1CyC−1CyC−1D)

− 2(pT C−1CyC−1Dy + pT
y C−1CyC−1D − pT

y C−1Dy).(2.8)

3. Discretization of Shrödinger Equation

Consider the Shrödinger equation (1.1) with initial condition (1.2) and boundary
condition (1.3). This can be discretized by the following θ−weighted plan [15]:

−i
u(x, y, t+ dt) − u(x, y, t)

dt
=θ(∂xx + ∂yy + Ve(x, y, t+ dt))u(x, y, t+ dt)

+ (1 − θ)(∂xx + ∂yy + Ve(x, y, t))u(x, y, t).

Then

(−i− dtθ(∂xx + ∂yy + Ve(x, y, t+ dt)))u(x, y, t+ dt)(3.1)

=(−i+ (1 − θ)dt(∂xx + ∂yy + Ve(x, y, t)))u(x, y, t).

Consider N2 points (xi, yj), where xi = a+ (i− 1)h ∈ [a, b], yj = c+ (j − 1)k ∈ [c, d]
and i, j = 1, . . . , N , such that x1 = a, xN = b, y1 = c, yN = d, h = b−a

N−1
and k = d−c

N−1
.

In addition, in the time interval [0, T ], the grid points are tn = ndt, n = 0, 1, 2, . . . ,M ,
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where M = T
dt

. We apply the finite difference method to discretize the variable-order
time fractional derivative by replacement tn+1 into (3.1). Then we have:

(−i− θdt(∂xx + ∂yy + V n+1
e ))un+1 = (−i+ (1 − θ)dt(∂xx + ∂yy + V n

e ))un.(3.2)

Now, by using the MLS shape functions we can approximate un(x) as follows:

(3.3) un(x, y) =
N2

∑

k=1

µn
kφk(x, y),

where φk(x, y), k = 1, 2, . . . , N2, are the shape functions for the MLS approximation
and µn

k , k = 1, 2, . . . , N2, are unknown coefficients, to be determined. Thus, to
determine the values of coefficients µn

k , k = 1, 2, . . . , N2, we use N2 collocation points
of un(x, y) as:

un(xi, yj) =
N2

∑

k=1

µn
kφk(xi, yj),(3.4)

where i, j = 1, 2, . . . , N . Rewriting (3.4) in a compact form, we have:

[u]n = L[µ]n,

where [u]n = [ un
1 un

2 · · · un
N2 ]T , [µ]n = [ µn

1 µn
2 · · · µn

N2 ]T and L is an N2 ×
N2 matrix given by:

(3.5) L = [lij] =









φ1,(1,1) · · · φN2,(1,1)
...

. . .
...

φ1,(N,N) · · · φN2,(N,N)









,

where φk,(i,j) = φk(xi, yj).
Assuming q internal points and N − q boundary points, then matrix L can be

separated into L = L1 + L2 in which the entries of L1 and L2 are:

(3.6)

L1 = [l
(1)
ij ] =

{

Lij, 1 ≤ i ≤ q, 1 ≤ j ≤ N,

0, elsewhere,

L2 = [l
(2)
ij ] =

{

Lij, q + 1 ≤ i ≤ N, 1 ≤ j ≤ N,

0, elsewhere.

Using (3.3), we can write uxx and uyy as follows:

un
xx(x, y) =

N2

∑

k=1

µn
k

∂2φk(x, y)

∂x2
=

N2

∑

k=1

µn
kψk(x, y),(3.7)

un
yy(x, y) =

N2

∑

k=1

µn
k

∂2φk(x, y)

∂y2
=

N2

∑

k=1

µn
kηk(x, y),(3.8)
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where ψk(x, y) and ηk(x, y) for k = 1, 2, . . . , N2, are obtained by (2.7) and (2.8). By
taking the collocation points in (3.7) and (3.8), we obtain:

un
xx(xi, yj) =

N2

∑

k=1

µn
kψk(xi, yj), i, j = 2, 3, . . . , N − 1,

un
yy(xi, yj) =

N2

∑

k=1

µn
kηk(xi, yj), i, j = 2, 3, . . . , N − 1,

which can be rephrased as:

[uxx]n =K[µ]n,(3.9)

[uyy]n =H[µ]n,(3.10)

where

K = [kij] =













ψ11 · · · ψ(N)1
...

. . .
...

ψ1(q) · · · ψ(N)(q)

0 · · · 0













,(3.11)

H = [hij] =













η11 · · · η(N)1
...

. . .
...

η1(q) · · · η(N)(q)

0 · · · 0













,(3.12)

in which ηji = ηj(xi, yi) and ψji = ψj(xi, yi).
Now, by replacing (3.9) and (3.10) into (3.2) together with (1.2), (1.3) and using

the collocation points, the following matrix form is obtained:

(3.13) M[µ]n+1 = N[µ]n + [G]n+1
,

where

M = − iL1 + θdt([K + H] − θdtVn
e ∗ L1 + L2,(3.14)

N =(1 − θ)dt[K + H] + (1 − θ)dtVn

e
∗ L1 + L2,

[G]n+1 =[ 0 0 · · · gn+1
q+1 · · · · · · gn+1

N ]T .(3.15)

The symbol ∗ means that each component of the left vector is multiplied to all the
components of corresponding row of right matrix. For solving the system, [µ]n+1

can be computed by recursive relation in (3.13) for n = 1, 2, . . . ,M . First we must
compute [µ]0. Also, it should be noted that according to (3.13) for n = 0, we have:

M[µ]1 = N[µ]0 + [G]1
.

We can write an algorithm for this approach.
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Table 1. Absolute errors obtained in Example 5.1 for N = 8, m = 10
and dt = 0.01.

t Real part(error) Imaginary part(error) MAX(error)

0.1 7.748E-7 4.299E-8 7.775E-7
0.3 7.451E-7 2.223E-7 7.776E-7
0.5 6.861E-7 3.659E-7 7.775E-7
0.7 5.998E-7 4.949E-7 7.780E-7
1 4.266E-7 4.949E-7 7.774E-7

4. Proposed Algorithm

The object of this algorithm is designed to solve the Shrödinger equation.
Input: N, m, T(final time), dt(step length) and the functions Ve(x, y, t), h1(y, t),
h2(y, t), h3(x, t), h4(x, t), g(x, y).
Step 1: Define X, Y vectors of grid points in (x, y) coordinates and P (x, y) vectors
of the basis function.
Step 2: Define w(x, y) by (2.3).
Step 3: Compute matrices C and D by (2.5).
Step 4: Compute Φ by (2.6), and Φxx and Φyy by (2.7) and (2.8).
Step 5: Compute matrices L, L1, L2, K and H by (3.5), (3.6), (3.11) and (3.12).
Step 6: Discrete the Shrödinger equation to (3.2).
Step 7: Compute matrices M,N and vector G by (3.14).
Step 8: Put M[µ]n+1 = N[µ]n + [G]n+1.
Step 9: Compute [µ]0 = L−1g1(X, Y ).
Step 10: Substitute [µ]0 in the above matrix equation to obtain other [µ]i, i =
0, . . . , n.
Output: The approximate solution un(x, y) =

∑N
j=1 µ

n
jφj(x, y).

5. Numerical Examples

In this section, some numerical examples are presented with their exact solutions,
to demonstrate the performance and validity of the proposed method.

Example 5.1. Consider the quantum equation as following

−iut(x, y, t) = (uxx(x, y, t) + uyy(x, y, t))u(x, y, t) + Ve(x, y, t)u(x, y, t),

in the region (x, y) ∈ [0, 1] with Ve(x, y, t) = 1 − 60
x2 − 60

y2 .

The initial condition is u(x, y, 0) = x5y5 and the boundary conditions are

u(0, y, t) = 0, u(1, y, t) = y2eit,

u(x, 0, t) = 0, u(x, 1, t) = x2eit.

The exact solution of this equation is u(x, y, t) = x5y5eit.
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Figure 1. The plot of absolute error for Example 5.1.

Figure 2. The plots of the approximate results (real part in left side)
and (imaginary part in right side) for Example 5.1.

We solved the above problem by proposed algorithm for N = 8, m = 10 and
dt = 0.01. The plot of the absolute errors is shown in Figure 1 and plots of real
and imaginary parts of absolute errors are shown in Figure 2. Approximate results
of absolute errors and their real and imaginary parts for different t are presented in
Table 1.

From Figures 1–2 and Table 1 it can be observed that the proposed algorithm is
very efficient and accurate.
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Table 2. Absolute errors obtained in Example 5.2 for N = 8, m = 12
and dt = 0.01.

t Real part Imaginary part MAX(error)

0.1 3.212E-4 2.733E-7 3.221E-4
0.3 3.214E-4 8.692E-7 3.214E-4
0.5 2.828E-4 1.430E-6 2.828E-4
0.7 2.819E-4 1.935E-6 2.811E-4
1 2.817E-4 2.254E-6 2.817E-4

Example 5.2. Let us consider the quantum equation as following

−iut(x, y, t) = (uxx(x, y, t) + uyy(x, y, t))u(x, y, t) + Ve(x, y, t)u(x, y, t),

in the region (x, y) ∈ [0, 1] with Ve(x, y, t) = 1 + x2 + y2.
The initial condition u(x, y, 0) = sin(xy), and boundary conditions are

u(0, y, t) = 0, u(1, y, t) = sin(y)eit,

u(x, 0, t) = 0, u(x, 1, t) = sin(x)eit.

The exact solution of the above equation is u(x, y, t) = sin(xy)eit.

Figure 3. The plot of absolute error for Example 5.2.

We solved the above problem by proposed algorithm for N = 8, m = 12 and
dt = 0.01. The plot of the absolute errors is shown in Figure 3 and plots of real
and imaginary parts of absolute errors are shown in Figure 4. Approximate results
of absolute errors and their real and imaginary parts for different t are presented in
Table 2. From Figures 3–4 and Table 2 it can be observed that the proposed algorithm
is very efficient and accurate.
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Figure 4. The plots of the approximate results (real part in left side)
and (imaginary part in right side) for Example 5.2.

Table 3. Absolute errors obtained in Example 5.3 for N = 8, m = 10
and dt = 0.01.

t Real part Imaginary part MAX(error)

0.1 8.895E-6 8.027E-6 8.932E-6
0.3 8.553E-6 2.255E-6 8.932E-6
0.5 7.881E-6 4.203E-6 8.932E-6
0.7 6.888E-6 6.585E-6 8.932E-6
1 4.901E-6 7.467E-6 8.832E-6

Example 5.3. Let us consider the quantum equation as following

−iut(x, y, t) = (uxx(x, y, t) + uyy(x, y, t))u(x, y, t) + Ve(x, y, t)u(x, y, t),

in the region (x, y) ∈ [0, 1] with Ve(x, y, t) = 1 − 2
x2 − 2

y2 .

The initial condition is u(x, y, 0) = x2y2, and boundary conditions are

u(0, y, t) = 0, u(1, y, t) = y2eit,

u(x, 0, t) = 0, u(x, 1, t) = x2eit.

The exact solution of the this example is u(x, y, t) = x2y2eit.
We solved the above problem by proposed algorithm for N = 8, m = 10 and

dt = 0.01. The plot of the absolute errors is shown in Figure 5 and plots of real
and imaginary parts of absolute errors are shown in Figure 6. Approximation results
of absolute errors and their real and imaginary parts for different t are presented in
Table 3.
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Figure 5. The plot of absolute error for Example 5.3.

Figure 6. The plots of the approximate results (real part in left side)
and (imaginary part in right side) for Example 5.3.

Dehghan and Shokri have solved this problem for dx = dy = 0.1 and dt = 0.001
[6]. By comparing the results of the two methods, it is observed that the proposed
algorithm in this work is much better than [6]. In this example, the number of nodes
(N) mentioned in [6] was 100 and in the proposed method is N = 10. From Figures 5-
6 and Table 3 it can be observed that the proposed algorithm is very efficient and
accurate.
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6. Conclusion

In this paper, based on the moving least squares method (MLS) and the finite
difference method (FDM) an algorithm was proposed for solving Shrödinger equation.
For this purpose, first we discretized the Shrödinger equation by FDM and then
applied the MLS method to obtain a numerical algorithm for solving the partial
differential equation thus obtained. To verify the results, three numerical examples
were presented. The merit of our approach is the applicability and accuracy the
algorithm provides.
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MULTIVALUED FG-CONTRACTION MAPPINGS ON DIRECTED

GRAPHS

HEMANT KUMAR NASHINE1,2 AND ZORAN KADELBURG3

Abstract. In this paper, we study generalized FG-contraction conditions for a
pair of mappings deĄned on a family of subsets of a metric space endowed with a
directed graph, and discuss coincidence and common Ąxed point results relaxing the
continuity of mappings. The given notions and results are exempliĄed by suitable
models. We apply our results to the problem of existence of solutions of a Fredholm
integral inclusion.

1. Introduction and Preliminaries

Fixed point theory plays an important role not only in solving problems arising in
science and technology but also other problems that come in various parts of life, by
converting the problem into operator form. In the last decades, various approaches
and techniques have been applied to get the solution. In particular, the concept of
graph theory has been applied by Jachymski and Jozwik [10] to obtain fixed points of
mappings acting on metric spaces equipped with directed graph. Gwozdz-Lukawska
and Jachymski [9] discussed such problems for finite families of mappings.

We start recalling the terminology given in Jachymski [11].
Let (X, d) be a metric space and let ∆ denote the diagonal of X×X. Let G = (vG, eG)

be a directed graph where the set vG of its vertices coincides with X, and the set eG
of edges contains all loops, that is, ∆ ⊆ eG. In addition, assume that the graph G has
no parallel edges. The triplet (X, d,G) is then called a directed graph metric space.

Key words and phrases. Multivalued contraction, metric space with directed graph, Fredholm
integral inclusion.
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If u and v are vertices of G, then a path in G from u to v is a finite sequence
¶ui♢, i ∈ ¶0, 1, 2, . . . , k♢, of vertices such that u0 = u, uk = v and (ui−1, ui) ∈ eG for
i ∈ ¶1, 2, . . . , k♢.

Recall that a graph G is called connected if there is a directed path between any
two vertices, and it is called weakly connected if G is connected, where G denotes the
undirected graph obtained from G by ignoring the direction of edges.

Fixed point results for single-valued mappings on directed graph metric spaces were
first obtained by Jachymski in [11] and further generalized by various researchers.
Some multivalued results of this kind were given by Abbas et al. in [1–3]. We recall
some basic notions.

Let (X, d) be a metric space and CB(X) be the class of all nonempty closed and
bounded subsets of X. The Pompeiu-Hausdorff metric induced by d is the mapping
H : CB(X) × CB(X) → [0, +∞) defined by

H(Z, W ) = max¶sup
v∈W

d(v, Z), sup
u∈Z

d(u, W )♢,

for Z, W ∈ CB(X), where d(u, W ) = inf¶d(u, v) : v ∈ W♢.

Lemma 1.1 ([14]). Let (X, d) be a metric space. If Z, W ∈ CB(X) are such that

H(Z, W ) < ϵ, then for each v ∈ Z there exists an element u ∈ W such that d(v, u) < ϵ.

Definition 1.1 ([1]). Let (X, d,G) be a directed graph metric space and let Z and
W be two nonempty subsets of X. Then we say that:

(a) there is an edge between Z and W if there is an edge between some u ∈ Z and
v ∈ W ;

(b) there is a path between Z and W if there is a path between some u ∈ Z and
v ∈ W ;

(c) the graph G is said to be set-transitive if, for all Z, W, V ∈ CB(X), whenever
there is a path between Z and W and there is a path between W and V , then
there is a path between Z and V .

Definition 1.2 ([12]). Let P, Q : CB(X) → CB(X) be two multivalued mappings.
A set Z ∈ CB(X) is said to be a coincidence point of P and Q, if P (Z) = Q(Z). A
set Z ∈ CB(X) is said to be a fixed point of P if P (Z) = Z. The maps P , Q are said
to be weakly compatible if they commute at their coincidence points.

We will denote by Coin(P, Q) the set of all coincidence points of P and Q and by
Fix(P ) the set of all fixed points of P .

A collection Λ ⊂ CB(X) is said to be complete if for any sets Z, W ∈ Λ, there is
an edge between Z and W .

Recall [1] that the space (X, d,G) is said to have property (P ∗), if for any sequence
¶Zn♢ in CB(X) with Zn → Z as n → +∞ (in the sense of Pompeiu-Hausdorff metric),
the existence of an edge between Zn and Zn+1 for each n ∈ N, implies that there is a
subsequence ¶Znk

♢ of ¶Zn♢ with an edge between Znk
and Z for k ∈ N.
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The aim of this paper is to prove some coincidence and common fixed point re-
sults for a pair of (not necessarily continuous) multivalued generalized graphic FG-
contractive mappings defined on the family of closed and bounded subsets of a directed
graph metric space. These results extend and strengthen various comparable results
in the existing literature (see, e.g., [1–7, 14, 19]). Application to Fredholm-type inte-
gral inclusions is presented. For basic notions in metrical fixed point theory see, e.g.,
[8, 13].

2. Generalized Graphic FG-Contractions

Parvaneh et al. [16] introduced and used the following classes of functions, modifying
Wardowski’s approach in [20].

F is the set of all functions F : R+ → R such that

(F1) F is strictly increasing;
(F2) for each sequence ¶ξn♢ ⊆ R

+, limn→+∞ ξn = 0 if and only if limn→+∞ F(ξn) =
−∞.

Gβ is the set of pairs (G, β), where G : R+ → R and β : [0, +∞) → [0, 1), such that

(Gβ1) for each sequence ¶ξn♢ ⊆ R
+, lim supn→+∞ G(ξn) ≥ 0 if and only if

lim supn→+∞ ξn ≥ 1;
(Gβ2) for each sequence ¶ξn♢ ⊆ [0, +∞), lim supn→+∞ β(ξn) = 1

implies limn→+∞ ξn = 0;
(Gβ3) for each sequence ¶ξn♢ ⊆ R

+,
∑+∞

n=1 G(β(ξn)) = −∞.

Definition 2.1. Let (X, d,G) be a directed graph metric space. The pair (P, Q) of
maps P, Q : CB(X) → CB(X) is said to be a generalized graphic FG-contraction if

(i) for every Z ∈ CB(X) there is a path between Z and P (Z), as well as between
Q(Z) and Z, and

(ii) there exist F ∈ F and (G, β) ∈ Gβ such that for all Z, W ∈ vG, with a path
between them and P (Z) ̸= P (W ),

(2.1) F(H(P (Z), P (W ))) ≤ F(Θ(Z, W )) + G(β(Θ(Z, W )))

holds, where

Θ(Z, W ) = max

{

H(Q(Z), Q(W )), H(P (Z), Q(Z)), H(P (W ), Q(W )),
1
2
[H(P (Z), Q(W )) + H(P (W ), Q(Z))]

}

.

Theorem 2.1. Let (X, d,G) be a directed graph metric space and P, Q : CB(X) →
CB(X) be a pair of mappings. Assume the following conditions hold:

(i) P (CB(X)) ⊆ Q(CB(X));
(ii) the graph G is set-transitive;

(iii) (P, Q) is a generalized graphic FG-contraction pair;

(iv) Q(CB(X)) is a complete subspace of (CB(X), H), and

(v) G is weakly connected and property (P ∗) holds.

Then Coin(P, Q) ̸= ∅.
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Proof. Let Z0 ∈ CB(X) be arbitrary. Using (i), choose Z1 ∈ CB(X) such that
P (Z0) = Q(Z1). Proceeding in this way, if Zn ∈ CB(X) is chosen, we choose
Zn+1 ∈ CB(X) such that P (Zn) = Q(Zn+1) for n ∈ N. Since there is a path between
Zn and P (Zn) and there is a path between P (Zn) = Q(Zn+1) and Zn+1, it follows by
(ii) that there is a path between Zn and Zn+1 for each n ∈ N.

Assume that P (Zn) ̸= P (Zn+1) for all n ∈ N. (If not, then P (Zn) = P (Zn+1) is true
for some n, which implies that Q(Zn+1) = P (Zn), and hence Zn+1 ∈ Coin(P, Q).)

As there is a path between Zn and Zn+1, due to (iii), we have that

F(H(Q(Zn+1), Q(Zn+2))) = F(H(P (Zn), P (Zn+1)))(2.2)

≤ F(Θ(Zn, Zn+1)) + G(β(Θ(Zn, Zn+1))),

where

Θ(Zn, Zn+1) = max











H(Q(Zn), Q(Zn+1)), H(P (Zn), Q(Zn)),
H(P (Zn+1), Q(Zn+1)),
1
2
[H(P (Zn), Q(Zn+1)) + H(P (Zn+1), Q(Zn))]











= max











H(Q(Zn), Q(Zn+1)), H(Q(Zn+1), Q(Zn)),
H(Q(Zn+2), Q(Zn+1)),
1
2
[H(Q(Zn+1), Q(Zn+1)) + H(Q(Zn+2), Q(Zn))]











≤ max

{

H(Q(Zn), Q(Zn+1)), H(Q(Zn+1), Q(Zn+2)),
1
2
[H(Q(Zn+2), Q(Zn+1)) + H(Q(Zn+1), Q(Zn))]

}

= max¶H(Q(Zn), Q(Zn+1)), H(Q(Zn+1), Q(Zn+2))♢.

Therefore,

F(H(Q(Zn+1), Q(Zn+2)))

≤F(max¶H(Q(Zn), Q(Zn+1)), H(Q(Zn+1), Q(Zn+2))♢)

+ G(β(max¶H(Q(Zn), Q(Zn+1)), H(Q(Zn+1), Q(Zn+2))♢))

≤F(H(Q(Zn), Q(Zn+1))) + G(β(H(Q(Zn), Q(Zn+1)))),

that is,

F(H(Q(Zn+1), Q(Zn+2))) ≤ F(H(Q(Zn), Q(Zn+1))) + G(β(H(Q(Zn), Q(Zn+1)))),

for all n ∈ N. We conclude that

F(H(Q(Zn), Q(Zn+1)))

≤F(H(Q(Zn−1), Q(Zn))) + G(β(Θ(Zn−1, Zn)))

≤F(H(Q(Zn−2), Q(Zn−1))) + G(β(Θ(Zn−1, Zn))) + G(β(Θ(Zn−2, Zn−1)))

...

≤F(H(Q(Z0), Q(Z1))) +
n
∑

i=1

G(β(Θ(Zn−1, Zn))),
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that is,

F(H(Q(Zn), Q(Zn+1))) ≤ F(H(Q(Z0), Q(Z1))) +
n
∑

i=1

G(β(Θ(Zn−1, Zn))),

for all n ∈ N. By the properties of (G, β) ∈ Gβ, limn→+∞ F(H(Q(Zn), Q(Zn+1))) =
−∞ and by (F2), limn→+∞ H(Q(Zn), Q(Zn+1)) = 0.

Next we claim that the sequence ¶Q(Zn)♢ is a Cauchy one. Suppose the contrary,
which means that there exists an ϵ > 0 and two increasing sequences of integers ¶p(ℓ)♢
and ¶q(ℓ)♢, q(ℓ) > p(ℓ) > ℓ such that H(Q(Zp(ℓ)), Q(Zq(ℓ))), H(Q(Zq(ℓ)+1), Q(Zp(ℓ)−1))
and H(Q(Zq(ℓ)), Q(Zp(ℓ)−1)) tend to ϵ as ℓ → +∞. Due to (iii) with Z = Zp(ℓ)−1 and
W = Zq(ℓ), we have

F(H(Q(Zp(ℓ)), Q(Zq(ℓ)+1))) =F(H(P (Zp(ℓ)−1), P (Zq(ℓ))))(2.3)

≤F(Θ(Zp(ℓ)−1, Zq(ℓ))) + G(β(Θ(Zp(ℓ)−1, Zq(ℓ)))),

where

Θ(Zp(ℓ)−1, Zq(ℓ))(2.4)

= max











H(Q(Zp(ℓ)−1), Q(Zq(ℓ))), H(P (Zp(ℓ)−1), Q(Zp(ℓ)−1)),
H(P (Zq(ℓ)), Q(Zq(ℓ))),
1
2
[H(P (Zp(ℓ)−1), Q(Zq(ℓ))) + H(P (Zq(ℓ)), Q(Zp(ℓ)−1))]











.

= max











H(Q(Zp(ℓ)−1), Q(Zq(ℓ))), H(Q(Zp(ℓ)), Q(Zp(ℓ)−1)),
H(Q(Zq(ℓ)+1), Q(Zq(ℓ))),
1
2
[H(Q(Zp(ℓ)), Q(Zq(ℓ))) + H(Q(Zq(ℓ)+1), Q(Zp(ℓ)−1))]











.

Taking the limit as ℓ → +∞ in (2.4), we have

lim
k→+∞

Θ(Zp(ℓ)−1, Zq(ℓ)) = max¶ϵ, 0, 0, 1
2
(ϵ + ϵ)♢ = ϵ.

Taking the limit as ℓ → +∞ in (2.3) we get

F (ϵ) ≤ F (lim sup
ℓ→+∞

H(Q(Zp(l)), Q(Zq(ℓ)+1))

≤ lim sup
ℓ→+∞

F(Θ(Zp(ℓ)−1, Zq(ℓ))) + lim sup
ℓ→+∞

G(β(Θ(Zp(ℓ)−1, Zq(ℓ)))),

≤ F(ϵ) + lim sup
ℓ→+∞

G(β(Θ(Zp(ℓ)−1, Zq(ℓ)))),

which further implies

lim sup
ℓ→+∞

G(β(Θ(Zp(ℓ)−1, Zq(ℓ)))) ≥ 0.

Using the properties of functions G and β, we get lim supℓ→+∞ β(Θ(Zp(ℓ)−1, Zq(ℓ))) = 1
and limℓ→+∞ Θ(Zp(ℓ)−1, Zq(ℓ)) = 0, which is in contradiction with ϵ > 0. Hence
¶Q(Zn)♢ is a Cauchy sequence in Q(CB(X)). Due to (iv), Q(Zn) → D as n → +∞
for some D ∈ CB(X). In addition, Q(C) = D for some C ∈ CB(X).

We argue that P (C) = Q(C). If not, then, since there is a path between Q(Zn+1)
and Q(Zn) by the property (P ∗), there exists a subsequence ¶Q(Znk+1)♢ of ¶Q(Zn+1)♢
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such that there is a path between Q(C) and Q(Znk+1) for every k ∈ N. As there is a
path between C and Q(C) and there is a path between Q(Znk+1) = P (Znk

) and Znk
,

we have that there is a path between C and Znk
. Using condition (iii), we get that

F(H(P (C), Q(Znk+1))) = F(H(P (C), P (Znk
)))(2.5)

≤ F(Θ(C, Znk
)) + G(β(Θ(C, Znk

))),

where

Θ(C, Znk
)

= max

{

H(Q(C), Q(Znk
)), H(P (C), Q(C)), H(P (Znk

), Q(Znk
)),

1
2
[H(P (C), Q(Znk

)) + H(P (Znk
), Q(C))]

}

= max

{

H(C, Q(Znk
)), H(P (C), Q(C)), H(Q(Znk+1), Q(Znk

)),
1
2
[H(P (C), Q(Znk

)) + H(Q(Znk+1), Q(C))]

}

.

There are the following four possibilities.
• Θ(C, Znk

) = H(Q(C), Q(Znk
)). From (2.5),

F(H(P (C), Q(Znk+1))) = F(H(P (C), P (Znk
))) + G(β(H(Q(C), Q(Znk

)))).

Passing to the upper limit as k → +∞ gives

F(H(P (C), Q(C))) ≤ F(H(Q(C), Q(C))) + G(β(H(Q(C), Q(C)))),

which is a contradiction.
• When Θ(C, Znk

) = H(P (C), Q(C)), then

F(H(P (C), Q(C))) ≤ F(H(P (C), Q(C))) + G(β(H(P (C), Q(C)))).

Therefore, G(β(H(P (C), Q(C)))) ≥ 0, which implies that β(H(P (C), Q(C)) ≥ 1,
which is a contradiction.

• Θ(C, Znk
) = H(Q(Znk+1), Q(Znk

)). From (2.5),

F(H(P (C), Q(Znk+1))) = F(H(Q(Znk+1), Q(Znk
))) + G(β(H(Q(Znk+1), Q(Znk

)))).

Passing to the upper limit as k → +∞, we have

F(H(P (C), Q(C))) ≤ F(H(Q(C), Q(C))) + G(β(H(Q(C), Q(C)))),

which is a contradiction.

• Θ(C, Znk
) =

H(P (C), Q(Znk
)) + H(Q(Znk+1), Q(C))

2
. From (2.5),

F(H(P (C), Q(Znk+1))) =F



H(P (C), Q(Znk
)) + H(Q(Znk+1), Q(C))

2



+ G



β



H(P (C), Q(Znk
)) + H(Q(Znk+1), Q(C))

2



.
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Passing to the upper limit as k → +∞ gives

F(H(P (C), Q(C))) ≤F



H(P (C), Q(C)) + H(Q(C), Q(C))

2



+ G



β



H(P (C), Q(C)) + H(Q(C), Q(C))

2



=F



H(P (C), Q(C))

2



+ G



β



H(P (C), Q(C))

2



<F (H(P (C), Q(C))) + G



β



H(P (C), Q(C))

2



,

by the properties of (G, β) ∈ Gβ, which is a contradiction.
Thus, in all cases we have P (C) = Q(C), that is, C ∈ Coin(P, Q). □

Theorem 2.2. Let all of the conditions of Theorem 2.1 be satisfied. Then the following

hold.

(1) If Coin(P, Q) is a complete subgraph of X, then H(P (C), P (D)) = 0 for all

C, D ∈ Coin(P, Q).
(2) If, moreover, P and Q are weakly compatible, then they have a unique common

fixed point in CB(X).
(3) Fix(P ) ∩ Fix(Q) is a complete subgraph of X if and only if P and Q have a

unique common fixed point in CB(X).

Proof. Following the proof of Theorem 2.1, Coin(P, Q) ̸= ∅.
In order to show (1), suppose that C, D ∈ Coin(P, Q). Assume on contrary that

H(P (C), P (D)) ̸= 0. Due to (iii),

(2.6) F(H(P (C), P (D))) ≤ F(Θ(C, D)) + G(β(Θ(C, D))),

where

Θ(C, D) = max

{

H(Q(C), Q(D)), H(P (C), Q(C)), H(P (D), Q(D)),
1
2
[H(P (C), Q(D)) + H(P (D), Q(C))]

}

= max

{

H(P (C), P (D)), H(P (C), P (C)), H(P (D), Q(D)),
1
2
H(P (C), P (D)) + H(P (D), P (C))

}

= H(P (C), P (D)).

Thus,

F(H(P (C), P (D))) ≤ F(H(P (C), P (D))) + G(β(H(P (C), P (D))))

by the properties of (G, β) ∈ Gβ, a contradiction. Hence, we have derived that (1)
holds.

In order to show (2), we start with Fix(Q) ∩ Fix(P ) ̸= ∅. If Y = P (C) = Q(C),
then we have Q(Y ) = QP (C) = PQ(C) = P (Y ), which shows that Y ∈ Coin(P, Q).
Thus, H(P (C), P (Y )) = 0 (by (1)). Hence Y = P (Y ) = Q(Y ), that is, Y ∈
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Fix(P ) ∩ Fix(Q). As Coin(P, Q) contains exactly one element, the same is true for
Fix(P ) ∩ Fix(Q).

Finally, we show (3). Assume that Fix(P ) ∩ Fix(Q) is a complete subgraph of
X. In order to show that it contains only one element assume that there exist
C, D ∈ Fix(P ) ∩ Fix(Q) with C ̸= D. By the assumption, there exists an edge
between C and D. Due to (iii),

F(H(C, D)) = F(H(P (C), P (D))) ≤ F(Θ(C, D)) + G(β(Θ(C, D))),

where

Θ(C, D) = max

{

H(Q(C), Q(D)), H(P (C), Q(C)), H(P (D), Q(D)),
1
2
H(P (C), Q(D)) + H(P (D), Q(C))

}

= max
{

H(C, D), H(C, C), H(D, D),
1

2
[H(C, D) + H(D, C)]

}

= H(C, D).

Thus,

F(H(C, D)) ≤ F(H(C, D)) + G(β(H(C, D))),

which is a contradiction. Hence, C = D. Conversely, if Fix(P ) ∩ Fix(Q) contains
exactly one element, then since eG ⊇ ∆, Fix(P ) ∩ Fix(Q) is a complete subgraph
of X. □

Remark 2.1. (a) Taking F(ξ) = G(ξ) = ln ξ and β(ξ) = k ∈ (0, 1) (obviously F ∈ F

and (G, β) ∈ Gβ), Theorems 2 and 3, as well as Corollary 1 from the paper [3] follow
as special cases of our results. In particular, all the results mentioned in Remark 1 of
[3] can also be considered as corollaries of our results.

(b) Several other results can be obtained from Theorems 2.1 and 2.2 by taking
various other possible choices for functions F, G and β. We formulate just that,
taking F (ξ) = −1/

√
ξ and G(ξ) = ln ξ, the condition (2.1) reduces to

H(P (Z), P (W )) ≤ Θ(Z, W )
[

1 −
√

Θ(Z, W ) ln β(Θ(Z, W ))
]2 .

In particular, taking β(ξ) = const ∈ (0, 1) and denoting ln β = −τ < 0, the previous
condition further reduces to

(2.7) H(P (Z), P (W )) ≤ Θ(Z, W )
[

1 + τ
√

Θ(Z, W
]2 .

Example 2.1. Let X = ¶α, β, γ♢ = vG, eG = ¶(α, α), (β, β), (γ, γ), (α, β), (α, γ), (β, γ)♢
and d : X × X → [0, +∞) be defined by

d(α, β) =
1

3
, d(α, γ) = d(β, γ) =

3

4
,

d(u, u) =0 for u ∈ X and d(u, v) = d(v, u) for u, v ∈ X.
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Then (X, d,G) is a directed graph metric space. Consider the following mappings
P, Q : CB(X) → CB(X):

P (Z) =







¶α♢, if Z ⊆ ¶α, β♢,

¶α, β♢, otherwise;
Q(Z) =















¶α♢, if Z = ¶α♢,

¶α, β♢, if Z ∈ ¶¶β♢, ¶α, β♢♢,

¶α, β, γ♢, otherwise.

Concerning conditions (i)-(v) of Theorem 2.1, just condition (iii) has to be checked in
cases when P (Z) ̸= P (W ). We will use version (2.7) with τ = 1√

3
. The only possible

such cases are when Z ⊆ ¶α, β♢, W ∋ γ or vice versa (they are symmetric, so just
the first one will be considered).

In this case, P (Z) = ¶α♢, P (W ) = ¶α, β♢, Q(Z) =







¶α♢, if β /∈ Z,

¶α, β♢, if β ∈ Z
, Q(W ) =

¶α, β, γ♢. Hence, H(P (Z), P (W )) = 1
3
, Θ(Z, W ) = H(P (W ), Q(W )) = 3

4
, and thus

Θ(Z, W )

[1 + τ
√

Θ(Z, W ]2
=

3
4

[

1 + 1√
3

√

3
4

]2 =
1

3
= H(P (Z), P (W )),

and condition (2.7) holds true.
Hence, by Theorem 2.1, Coin(P, Q) ̸= ∅ (in fact, ¶α♢ is the unique coincidence

point of P and Q). Since also conditions of Theorem 2.2 are satisfied, this is also the
unique common fixed point of these mappings.

Remark 2.2. The presented example is a simplified version of Example 1 from the
paper [3]. In a similar way, a simplified version of Example 2 from this paper can be
constructed, showing that it is not necessary that the graph (vG, eG) be complete in
order to obtain conclusions using results of this kind.

If Q = (identity map on CB(X)) in (2.2), then we have the following consequence
of Theorem 2.1 and Theorem 2.2.

Corollary 2.1. Let (X, d,G) be a set-transitive directed graph metric space. Assume

that P : CB(X) → CB(X) satisfies the following:

(a) there is a path between Z and P (Z) for each Z in CB(X);
(b) there exist F ∈ F and (G, β) ∈ Gβ and for all Z, W ∈ X such that there is a

path between Z and W , and P (Z) ̸= P (W ),

F(H(P (Z), P (W ))) ≤ F(Θ(Z, W )) + G(β(Θ(Z, W ))),

holds, where

Θ(Z, W ) = max

{

H(Z, W ), H(Z, P (Z)), H(W, P (W )),
1
2
[H(Z, P (W )) + H(W, P (Z))]

}

;

(c) G is weakly connected and property (P ∗) holds.

Then we have the following conclusions:
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(i) P has a fixed point;

(ii) if Fix(P ) is a complete subgraph of X, then H(C, D) = 0, for all C, D ∈
Fix(P );

(iii) Fix(P ) is a complete subgraph of G if and only if Fix(P ) has exactly one

element.

Assuming that the mappings P and Q are defined just on the subset of CB(X)
containing all singleton subsets of X (which is equivalent to assuming that they are
defined on X), we obtain the following corollary of Theorems 2.1 and 2.2.

Corollary 2.2. Let (X, d,G) be a set-transitive directed graph metric space and P, Q :
X → CB(X) be a pair of mappings. Assume the following conditions hold:

(i) P (X) ⊆ Q(X);
(ii) for every u ∈ X, there is a path between ¶u♢ and Pu, as well as between Qu

and ¶u♢;

(iii) there exist F ∈ F and (G, β) ∈ Gβ such that for all u, v ∈ X such that there is

a path between ¶u♢ and ¶v♢ and Pu ̸= Pv,

F(H(Pu, Pv)) ≤ F(Θ(u, v)) + G(β(Θ(u, v)))

holds, where

Θ(u, v) = max

{

H(Qu, Qv), H(Pu, Qu), H(Pv, Qv),
1
2
[H(Pu, Qv) + H(Pv, Qu)]

}

;

(iv) G is weakly connected and property (P ∗) holds, and

(v) Q(X) is a complete subspace of (CB(X), H).

Then there exists u ∈ X such that Pu = Qu. Moreover,

(1) if Coin(P, Q) is a complete subgraph of X, then H(Pu, Pv) = 0 for all u, v ∈
Coin(P, Q).

(2) if Coin(P, Q) is a complete subgraph of X and P and Q are weakly compatible,

then Fix(P ) ∩ Fix(Q) contains exactly one element;

(3) Fix(P ) ∩ Fix(Q) is a complete subgraph of X if and only if it contains exactly

one element.

Finally, assuming that the mapping P is defined just on X, we obtain the following
from Corollary 2.1.

Corollary 2.3. Let (X, d,G) be a set-transitive complete directed graph metric space

and P : X → CB(X) be a mapping. Assume the following conditions hold.

(a) There is a path between ¶u♢ and Pu for each u ∈ X.

(b) There exist F ∈ F and (G, β) ∈ Gβ so that for all u, v ∈ X such that there is

a path between them, and Pu ̸= Pv,

F(H(Pu, Pv)) ≤ F(Θ(u, v)) + G(β(Θ(u, v)))
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holds, where

(2.8) Θ(u, v) = max
{

d(u, v), δ(u, Pu), δ(v, Pv),
1

2
[δ(u, Pv) + δ(v, Pu)]

}

.

(c) The graph G is weakly connected and satisfies the property (P ∗).

Then we have the following conclusions.

(i) There is a point u ∈ X such that Pu = ¶u♢.

(ii) If Fix(P ) is a complete subgraph of X, then it contains exactly one element.

Here, in (2.8), for u ∈ X and Z ⊆ X,

δ(u, Z) = sup
v∈Z

d(u, v) = H(¶u♢, Z).

3. Application

In this section we are going to apply the obtained results to the problem of existence
of solutions for a Fredholm-type integral inclusion. Problems of this kind were treated
by several researchers, see, e.g., [15, 17,18].

Consider the integral inclusion

(3.1) v(t) ∈ γ(t) +
∫ b

a
M(t, s, v(s)) ds, t ∈ J = [a, b],

where γ ∈ X = C[a, b] is a given function, M : J × J × R → CB(R) is a given
set-valued mapping and v ∈ X is the unknown function. Here, X = C[a, b] is the
standard Banach space of continuous real functions with the maximum norm. We
will consider the space X as endowed with the partial order ⪯ introduced by

u ⪯ v ⇐⇒ u(t) ≤ v(t), for all t ∈ J,

where u, v ∈ X. We will say that u and v are comparable if u ⪯ v or v ⪯ u holds.
Consider the following assumptions.

(I) For each v ∈ X, the mapping Mv : J2 → CB(R), given by Mv(t, s) =
M(t, s, v(s)), is continuous.

(II) For fixed v ∈ X and for any sequence ¶mn♢ with mn(t, s) ∈ Mv(t, s), there
exists a subsequence ¶mni

♢ of ¶mn♢ such that ¶mni
♢ converges for all t, s ∈ J

towards a function m with m(t, s) ∈ Mv(t, s) as i → +∞ and, moreover, for
every t ∈ J ,

∫ b
a mni

(t, s) ds → ∫ b
a m(t, s) ds, as i → +∞.

(III) For every v ∈ X there is a function mv, such that mv(t, s) ∈ Mv(t, s) for
t, s ∈ J and

v(t) ≤ γ(t) +
∫ b

a
mv(t, s) ds, t ∈ J.

(IV) There exists τ > 0 such that for all comparable u, v ∈ X and for all mu, mv

with mu(t, s) ∈ Mu(t, s) and mv(t, s) ∈ Mv(t, s) for t, s ∈ J ,

(3.2) ♣mu(t, s) − mv(t, s)♣ ≤ 1

b − a

♣u(t) − v(t)♣
[1 + τ

√

♣u(t) − v(t)♣]2
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holds for all t, s ∈ J .

Theorem 3.1. Let the assumptions (I)–(IV) hold. Then the integral inclusion (3.1)
has a solution in X.

Proof. Let P : X → CB(X) be the operator given by

Pv =

{

u ∈ X : u(t) ∈ γ(t) +
∫ b

a
M(t, s, v(s)) ds, t ∈ [a, b]

}

.

Obviously, v ∈ X is a solution of the inclusion (3.1) if and only if v is a fixed point of
operator P .

We first check that the operator P is well-defined. Indeed, let v ∈ X be arbitrary.
By (I), the set-valued operator Mv : J2 → CB(R) is continuous (w.r.t. Pompeiu-
Hausdorff metric on CB(R)). From the Michael’s selection theorem, it follows that
there exists a continuous function mv : J2 → R such that mv(t, s) ∈ Mv(t, s) for each
(t, s) ∈ J2. Hence, the function u(t) = γ(t)+

∫ b
a mv(t, s) ds belongs to Pv, i.e., Pv ̸= ∅.

Since γ and Mv are continuous on J , resp. J2, their ranges are bounded and hence
Pv is bounded.

Let v ∈ X be fixed, ¶υn♢ be a sequence in Pv and υn → υ ∈ X. Then, there exists
a sequence of functions ¶mn♢ such that mn(t, s) ∈ Mv(t, s) for t, s ∈ J , and

υn(t) = γ(t) +
∫ b

a
mn(t, s) ds, t ∈ J.

By hypothesis (II), there exists a subsequence ¶mni
♢ of ¶mn♢ such that ¶mni

♢
converges for all t, s ∈ J towards a function m as i → +∞, and, for every t ∈
J,
∫ b

a mni
(t, s) ds → ∫ b

a m(t, s) ds, as i → +∞. As Mv(t, s) is closed for all t, s ∈ J ,
then m(t, s) ∈ Mv(t, s) for all t, s ∈ J2. Besides,

υ(t) = lim
i→+∞

υni
(t) = γ(t) +

∫ b

a
m(t, s) ds, t ∈ J.

Thus, υ ∈ Pv and we have proved that images of P are closed subsets of X.
Hence, P : X → CB(X).
Consider the graph G with vG = X and eG = ¶(u, v) ∈ X2 : u ⪯ v ♢. We have to

check the conditions of Corollary 2.3.
(a) The assumption (III) assures that there is a path between ¶v♢ and Pv for each

v ∈ X.
(b) To see that P is a generalized graphic FG-contraction, let u, v ∈ X be compa-

rable. Then, using the assumption (IV) and the fact that the function ξ 7→ ξ

[1+τ
√

ξ]2
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is increasing (which is easy to check), we get that

sup
φ∈P u

d(φ, Pv) = sup
φ∈P u

inf
χ∈P v

d(φ, χ)

= sup
φ∈P u

inf
χ∈P v

max
t∈J

♣φ(t) − χ(t)♣

= sup
mu∈Mu

inf
mv∈Mv

max
t∈J

∣

∣

∣

∣

∣

∫ b

a
[mu(t, s) − mv(t, s)] ds

∣

∣

∣

∣

∣

≤ sup
mu∈Mu

inf
mv∈Mv

max
t∈J

∫ b

a
♣mu(t, s) − mv(t, s)♣ ds

≤ 1

b − a
max
t∈J

∫ b

a

♣u(t) − v(t)♣
[1 + τ

√

♣u(t) − v(t)♣]2
ds

≤ 1

b − a
· maxt∈J ♣u(t) − v(t)♣

[1 + τ
√

maxt∈J ♣u(t) − v(t)♣]2
∫ b

a
ds

=
d(u, v)

[1 + τ
√

d(u, v)]2
.

Similarly, one can see that

sup
χ∈P v

d(χ, Pu) ≤ d(u, v)

[1 + τ
√

d(u, v)]2
.

Therefore, we have

H(Pu, Pv) ≤ d(u, v)

[1 + τ
√

d(u, v)]2
≤ Θ(u, v)

[1 + τ
√

Θ(u, v)]2
.

Taking F(ξ) = − 1√
ξ
, G(ξ) = ln ξ and β(ξ) = e−τ ∈ (0, 1), we get that P is a

generalized graphic FG-contraction (see the inequality (2.7)).
(c) Let ¶un♢ be a sequence in X with un → u as n → +∞ and let un ⪯ un+1 for

each n ∈ N. Then obviously un ⪯ u, i.e., (un, u) ∈ eG holds for all n ∈ N.
Thus, P satisfies all the conditions of Corollary 2.3, and so P has a fixed point,

that is, the integral inclusion (3.1) has a solution in X = C[a, b]. □

Remark 3.1. Using other possibilities for F ∈ F an (G, β) ∈ Gβ, the inequality (3.2)
in the contractive condition (IV) of Theorem 3.1 can take various other forms. For
example, taking F(ξ) = G(ξ) = ln ξ and β : [0, +∞) → [0, 1) satisfying (Gβ2) and
(Gβ3) (with G = ln), (3.2) is replaced by

♣mu(t, s) − mv(t, s)♣ ≤ 1

b − a
♣u(t) − v(t)♣ · β(♣u(t) − v(t)♣), t, s ∈ J.
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In particular, taking β(ξ) = k
b−a

, with k ∈ (0, 1), we get that the following inequality
is required:

(3.3) ♣mu(t, s) − mv(t, s)♣ ≤ k

b − a
♣u(t) − v(t)♣, t, s ∈ J.
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A GENERAL APPROACH TO CHAIN CONDITION IN

BL-ALGEBRAS

JAMAL KAZEMIASL1, FARHAD KHAKSAR HAGHANI2∗, AND SHAHRAM HEIDARIAN2

Abstract. In this paper, we present a general definition of the notion of Noetherian
and Artinian BL-algebra and present a more comprehensive insight at the chain
conditions in BL-algebras. We derive some theorems which generalize the existence
results. We give an axiomatic approach to the notion of being Noetherian and
Artinian, which is also applicable to other algebraic structures. We use a theoretical
approach to define arithmetic notion that is also possible for other algebraic devices.
In this study, we only focus to BL-algebras.

1. Introduction

Motamed and Moghaderi [5] introduced the notion of Noetherian and Artinian BL-
algebras and provided some results on the subject, which are analogues to the results
of the Noetherian and Artinian modules. O. Zahiri [8] defined the notion of length
for a filter in BL-algebras and derived some new relations between Noetherian and
Artinian BL-algebras. Zhan and Meng [9] defined another type of chain conditions
in terms of the ideals of a BL-algebra, and called BL-algebras satisfying in the
relevant conditions, co-Noetherian and co-Artinian BL-algebras. They also proved
some results on co-Noetherian and co-Artinian BL-algebras which are analogues to
the results of the Noetherian and Artinian modules. In this paper, we provide a more
general definition of the chain condition in BL-algebras that can be defined in any
other algebraic structure, but we limit ourselves to BL-algebras for simplicity. We
provide some theorems on this general definition which generalize the results in [5]
and [9].

Key words and phrases. Artinian (Noetherian) BL-algebra, PF BL-algebra, Maximal element,
Complete family.
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The structure of the paper is as follows. In Section 2, we recall some definitions and
results about BL-algebras which will be used in the sequel. In Section 3, we define
the notion of complete family, structural, multiplicative and Noetherian (Artinian)
BL-algebras with respect to a family of subsets of a BL-algebra. We also obtain
some results about the relation between Noetherian, Artinian, finitely generated,
maximal (minimal) element, multiplicative, onto BL-homomorphism and one to one
BL-homomorphism BL-algebras.

2. Preliminaries

In this section, we recall and review some definitions and results, corresponding to
co-Noetherian, Noetherian (Artinian ) BL-algebras, which will be used throughout of
the paper.

An algebra (A,∧,∨,⊙,→, 0, 1) of the type (2, 2, 2, 2, 0, 0) is called a BL-algebra if
for all a, b, c ∈ A satisfies the following axioms:

(BL1) (A,∧,∨, 0, 1) is a bounded lattice;
(BL2) (A,⊙, 1) is a commutative monoid;
(BL3) ⊙ and → form an adjoint pair, i.e., c ≤ a → b if and only if a⊙ c ≤ b;
(BL4) a ∧ b = a⊙ (a → b);
(BL5) (a → b) ∨ (b → a) = 1.
We will denote x = x → 0 and x−− = (x)− for all x ∈ A.
Examples of BL-algebras [2] are t-algebras, ([0, 1],∧,∨,⊙,→, 0, 1), where ([0, 1],∧,

∨, 0, 1) is the usual lattice on [0, 1] and ⊙ is a continuous t-norm, whereas → is the
corresponding residuum.

Throughout of this paper by A, we denote the universe of a BL-algebra. A BL-
algebra is nontrivial if 0 ̸= 1. For any BL-algebra A, the reduct L(A) = (A,∧,∨, 0, 1)
is a bounded distributive lattice. We denote the set of natural numbers by N and
define a0=1 and an = an−1 ⊙ a, for n ∈ N\¶0♢. Hájek [2] defined a filter of a BL-
algebra A to be a nonempty subset F of A such that (i) if a, b ∈ F implies a⊙ b ∈ F ,
(ii) if a ∈ F, a ≤ b then b ∈ F . E. Turunen [6] defined a deductive system of a
BL-algebra A to be a nonempty subset D of A such that (i) 1 ∈ D and (ii) x ∈ D
and x → y ∈ D implies y ∈ D. Note that a subset F of a BL-algebra A is a deductive
system of A if and only if F is a filter of A [6]. Let F be a filter of a BL-algebra A,
then F is a proper filter if F ̸= A. A proper filter P of A is called a prime filter of
A if for all x, y ∈ A, x ∨ y ∈ P implies x ∈ P or y ∈ P . A proper filter P of A is
Prime if and only if P can not be expressed as an intersection of two filters properly
containing P or equivalently, for all x, y ∈ A, either x → y ∈ P or y → x ∈ P [6].

If F , G and P are filters of A, then P is a prime filter of A if and only if F
⋂

G ⊆ P
implies F ⊆ P or G ⊆ P .

In [6], it can be seen that a proper filter M of A is a maximal filter of A if and
only if for all x /∈ M, there exists n ∈ N such that (xn)− ∈ M . Every maximal
filter of A is a prime filter of A [6]. The set of all filters, prime filters and maximal
filters of a BL-algebra A are denote by 𭟋(A), Spec(A) and Max(A), respectively. The
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filter of A generated by X is denoted by ⟨X⟩, where X ⊆ A, in which ⟨∅⟩=¶1♢ and
⟨X⟩ = ¶a ∈ A : x1 ⊙ x2 ⊙ · · · ⊙xn ≤ a, for some n ∈ N and x1, x2, . . . , xn ∈ X♢
[6]. F ∈ 𭟋(A) is called a finitely generated filter, if F = ⟨x1, . . . , xn⟩, for some
x1, . . . , xn ∈ A and n ∈ N. For F ∈ 𭟋(A) and x ∈ A\F , define F ⟨x⟩ = ⟨F ∪ ¶x♢⟩ or
equally F ⟨x⟩ = ¶a ∈ A : a ≥ f ⊙ xn for some f ∈ F and n ≥ 1♢.

Definition 2.1 ([7]). Let A and B be two BL-algebras. A map f : A → B defined
on A, is called a BL-homomorphism if for all x, y ∈ A, f(x → y) = f(x) → f(y),
f(x⊙ y) = f(x) ⊙ f(y) and f(0A) = 0B. We also define ker(f) = ¶a ∈ A : f(a) = 1♢
and f(A) = ¶f(a) : a ∈ A♢.

Definition 2.2 ([5]). A BL-algebra A is called Noetherian (Artinian), if for every
increasing (decreasing) chain of its filters F1 ⊆ F2 ⊆ · · · (F1 ⊇ F2 ⊇ · · · ), there exists
n ∈ N such that Fi = Fn for all i ≥ n.

Definition 2.3 ([2, 4]). Let A be a BL-algebra. A nonempty subset I ⊆ A is called
an ideal of A, if the following conditions hold:

(i) 0 ∈ I;
(ii) if x ∈ I and (x− → y−)− ∈ I, then y ∈ I.

Definition 2.4 ([9]). ABL-algebraA is said to be co-Noetherian with respect to ideals
if every ideal of A is finitely generated. We say that A satisfies the ascending chain
condition with respect to ideals if for every ascending chain sequence I1 ⊆ I2 ⊆ · · ·
of ideals of A, there exists n ∈ N such that Ii = In for all i ≥ n.

Definition 2.5 ([1, 5]). Let A and B be BL-algebras. Then for every a, c ∈ A and
b, d ∈ B, we define the product of two BL-algebras which is clearly a BL-algebra, as
follows:

(a, b) ∧ (c, d) = (a ∧ c, b ∧ d);
(a, b) ∨ (c, d) = (a ∨ c, b ∨ d);
(a, b) → (c, d) = (a → c, b → d);
(a, b) ⊙ (c, d) = (a⊙ c, b⊙ d);
(a, b) ≤ (c, d) ⇔ (a ≤ c, b ≤ d).

3. Main Concepts and Results

In this section, regarding to the definitions of co-Noetherian, Noetherian (Ar-
tinian), multiplicative and PF BL-algebras and using related mentioned theorems,
we derive some new results of finitely generated, maximal (minimal) element, onto
BL-homomorphism, one-to-one BL-homomorphism, in a Noetherian (Artinian) BL-
algebras.

Definition 3.1. Let A be a BL-algebra and F be a family of subsets of A. A is
said to be Noetherian with respect to family F, if for any chain of elements of F,
F1 ⊆ F2 ⊂ · · · , there exists n ∈ N such that Fi = Fn for all i ≥ n. We may similarly
define Artinian BL-algebras.
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Example 3.1. We know that every finite BL-algebra A is Noetherian and Artinian
[5]. Therefore, if F is a family of subsets of A, since F is finite, so A is Noetherian
(Artinian) with respect to family F.

Theorem 3.1. Let A be a BL-algebra and F be a family of subsets of A. Then A is

Noetherian (Artinian) with respect to F if and only if any set of elements of F has a

maximal (minimal) element.

Proof. Let A be a Noetherian BL-algebra with respect to F and S be a nonempty set
of elements of F which does not have a maximal element, then, there exists F1 ∈ F.
Since S does not have a maximal element, there is F2 ∈ S such that F1 ⊂ F2. By
continuing this procedure, we obtain the following increasing chain of elements of F:
F1 ⊂ F2 ⊂ · · · , which is a contradiction. So S has a maximal element.

Conversely, let F1 ⊆ F2 ⊆ · · · , be an increasing chain of elements of F and put
S = ¶Fi : i ∈ N♢. Since S is nonempty, then it has a maximal element Fn. Thus
Fi = Fn for all i ≥ n and A is Noetherian with respect to F (Artinian case can be
treated similarly). □

Definition 3.2. Let A be a BL-algebra and F be a family of subsets of A which is
closed under intersection operation (that is intersection of any number of elements of
F is also an element of F). If B ⊆ A, then the set generated by B in F is defined as
the intersection of all elements of F containing B and denoted by ⟨B⟩, i.e.,

⟨B⟩ =
F ∈F
⋂

B⊆F

F,

⟨B⟩ is said to be finitely generated if there exists a set C ⊆ A such that ⟨B⟩ = ⟨C⟩
and C is finite.

Example 3.2. Let A = ¶0, a, b, c, 1♢, with 0 < c < a < 1 and 0 < c < b < 1. For every
x, y ∈ A, we define the operations “⊙” and “→” as follows:

⊙ 0 c a b 1
0 0 0 0 0 0
c 0 c c c c
a 0 c a c a
b 0 c c b b
1 0 c a b 1

,

→ 0 c a b 1
0 1 1 1 1 1
c 0 1 1 1 1
a 0 b 1 b 1
b 0 a a 1 1
1 0 c a b 1

.

Then it is easy to see that (A,∧,∨,⊙,→, 0, 1) is a BL-algebra [3]. If we consider
F = ¶F1, F2, F3, F4♢ and B = ¶b♢ ⊆ A, where F1 = ¶0, a♢, F2 = ¶0, a, b♢, F3 =
¶0, a, b, 1♢ and F4 = ¶0, a, b, c, 1♢, then

⟨¶b♢⟩ =
Fi∈F
⋂

{b}⊆Fi

Fi = F2 ∩ F3 ∩ F4 = ¶0, a, b♢.
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Definition 3.3. Let F be a family of subsets of BL-algebra A. F is said to be
complete if for any subset B of A, ⟨B⟩ is nonempty.

Example 3.3. Let A = ¶0, a, 1♢. For every x, y ∈ A, we define the operations “⊙” and
“→” as follows:

⊙ 0 a 1
0 0 0 0
a 0 a a
1 0 a 1

,

→ 0 a 1
0 1 1 1
a 0 1 1
1 0 a 1

.

Then it is easy to see that (A,∧,∨,⊙,→, 0, 1) is a BL-algebra.
Let F = ¶¶a♢, ¶0, a♢, ¶0, a, 1♢♢, then F is complete, since for every element of

the powerset of A, we have: ⟨¶0♢⟩ = ¶0, a♢ ∩ ¶0, a, 1♢ = ¶0, a♢, ⟨¶a♢⟩ = ⟨∅⟩ =
¶a♢ ∩ ¶0, a♢ ∩ ¶0, a, 1♢ = ¶a♢, ⟨¶0, a♢⟩ = ¶0, a♢ ∩ ¶0, a, 1♢ = ¶0, a♢, ⟨¶0, 1♢⟩ =
⟨¶a, 1♢⟩ = ⟨¶0, a, 1♢⟩ = ¶0, a, 1♢, ⟨¶1♢⟩ = ¶0, a, 1♢ = ¶1♢.

Definition 3.4. Let A be a BL-algebra and F be a complete family which is closed
under intersection. Then F is said to be closed under chain union if for any chain
F1 ⊆ F2 ⊆ · · · , of elements of F ,

⋃∞
i=1 Fi also belongs to F.

Example 3.4. (i) The family F in Example 3.2, is closed under chain union.
(ii) If we define the operations “⊙” and “→” on A = [0, 1] (real unit interval) by

x⊙ y = min¶x, y♢ and

x → y =







1, x ≤ y,

y, x > y,

then (A,∧,∨,⊙,→, 0, 1) is a BL-algebra (Gödel structure) [7]. Now, the family
F = ¶(0, 1], Fn = [ 1

n
, 1]n≥1♢ = ¶(0, 1], F1, F2, F3, . . . , Fn, . . . ♢, is closed under chain

union.

Theorem 3.2. Let A be a BL-algebra and F be a family of subsets of A which is

closed under intersection and chain union. Then A is Noetherian with respect to F if

and only if any element of F is finitely generated.

Proof. Set S = ¶G ∈ F : G ⊆ F , G is finitely generated♢. Since F is nonempty, then
it has an element x and ⟨x⟩ ∈ S. By Theorem 3.1, it has a maximal element F1. By
definition of S, F1 ⊆ F and F1 = ⟨x1, . . . , xn⟩ for some n ∈ N and x1, x2, . . . , xn ∈ A.
Since F is not finitely generated so F1 ⊂ F and there exists x ∈ F\F1. We also have
⟨x1, . . . , xn, x⟩ ⊆ F and ⟨x1, . . . , xn, x⟩ ∈ S which contradicts the maximality of F1,
i.e., F is finitely generated.

Conversely, let any element of F be finitely generated and F1 ⊆ F2 ⊆ · · · , be an
increasing chain of elements of F. We set F = F1∪F2∪· · · , thus F is finitely generated
by definition and F = ⟨x1, . . . , xn⟩ for xi ∈ A. Now, by chaining condition, there
exists m ∈ N such that x1, . . . , xn ∈ Fm and so F = ⟨x1, . . . , xn⟩ ⊆ Fm ⊆ F . Thus,
Fm = Fi for i ≥ m and A is Noetherian with respect to F.
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If F is a family of all filters of the BL-algebra A, then we obtain the concept of
Noetherian and Artinian BL-algebra, which is introduced by Motamed and Moghaderi
[5]. When F is a family of all ideals of the BL-algebra A, we obtain the concept of
co-Noetherian and co-Artinian BL-algebra which is introduced in [9]. □

Definition 3.5. Let A be the family of all BL-algebras. Then F is said to be a
complete family for elements of A if for every element A of A there exists F1 ∈ F

such that F1 is a complete family for A and is closed under intersection.

Definition 3.6. Let F be a complete family for all BL-algebras, then F is said to be
structural if it has the following property.

If A1 and A2 are two BL-algebras and φ : A1 → A2 is an onto BL-homomorphism,
then φ−1(F ) is also an element of F, for every F ∈ F, F ⊆ A2.

Theorem 3.3. Let F be a structural family for the family of the all BL-algebras. If

A1, A2 are two BL-algebras, ψ : A1 → A2 is an onto BL-homomorphism and A1 is

Noetherian with respect to F, then A2 is also Noetherian with respect to F.

Proof. Let F1 ⊆ F2 ⊆ · · · , be a chain of elements of F for A2. Then, by Definition
3.6, ψ−1(F1) ⊆ ψ−1(F2) ⊆ · · · , is a chain of elements of F for A1. A1 is Noetherian
with respect to family F, then there exists n ∈ N such that ψ−1(Fi) = ψ−1(Fn) for all
i ≥ n. Since ψ is an onto BL-homomorphism, then Fi = Fn for all i ≥ n. Hence, A2

is also Noetherian with respect to F. □

Definition 3.7. Let F be a complete family for BL-algebra A which is closed under
intersection and F ∈ F. Then F is said to be cyclic if there exists a ∈ A such that
F = ⟨a⟩. If any F ∈ F is cyclic, then A is called principal with respect to F which is
denoted by PF-BL.

Example 3.5. We consider BL-algebra A and collection F in Example 3.3, then ¶a♢ =
⟨a⟩ = ⟨¶a♢⟩, i.e., ¶a♢ is cyclic.

Theorem 3.4. Let A be a BL-algebra and F be a complete family for A such that

any element F ∈ F which is generated by two elements, is cyclic. If A is Noetherian

with respect to family F, then A is PF-BL.

Proof. Let F ∈ F, then by Theorem 3.2, F is finitely generated. So F = ⟨x1, . . . , xn⟩
for some n ∈ N and x1, . . . , xn ∈ A. We proceed by mathematical induction.
From induction hypothesis, there is b ∈ A such that ⟨x1, . . . , xn−1⟩ = ⟨b⟩. Thus,
⟨x1, . . . , xn⟩ = ⟨b, xn⟩. So by hypothesis, there exists a ∈ A such that ⟨b, xn⟩ = ⟨a⟩.
Therefore, F = ⟨a⟩, i.e., F is cyclic. □

Theorem 3.5. Let A be a BL-algebra and F be a complete family for A which is

closed under intersection. If A is PF-BL and F is closed under chain union, then A
is Noetherian with respect to F.

Proof. Let F1 ⊆ F2 ⊆ · · · , be a chain of elements of F. Then F = F1 ∪ F2 ∪ · · · , is
also an element of F. Since A is PF-BL, then F = ⟨a⟩ for some a ∈ A. So, there
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exists t ∈ N such that a ∈ Ft. Thus, Fi = Ft = F for all i ≥ t and A is Noetherian
with respect to F. □

Theorem 3.6. Let A be a BL-algebra and F be a complete family for A such that

any chain of finitely generated elements of F is stopping. Then A is Noetherian with

respect to F.

Proof. We assume that A is not Noetherian with respect to F. By Theorem 3.2, there
is an element F ∈ F which is not finitely generated. Thus, there is a1 ∈ F such
that ⟨a1⟩ ⊊ F . So, there exists a2 ∈ F\⟨a1⟩ such that ⟨a1, a2⟩ ⊊ F . By continuing
this procedure, we come to a proper increasing chain of finitely generated elements
of F (⟨a1⟩ ⊊ ⟨a1, a2⟩ ⊊ · · · ), which is a contradiction. Therefore, A is a Noetherian
BL-algebra with respect to F. □

Definition 3.8. Let A be a family of all BL-algebras and F be a complete family
for A. Then F is said to be multiplicative if for every two BL-algebras A and B, the
following properties hold.

(i) If F,G ∈ F, F ⊆ A and G ⊆ B, then F ×G ∈ F, where F ×G ⊆ A×B.
(ii) If F ×G is an element of F which is a subset of A×B, then F and G are also

elements of F.

Theorem 3.7. Let A be a family of all BL-algebras and F be a complete family for

A. If F is multiplicative, then A1 and A2 are Noetherian with respect to F if and only

if A1 × A2 is Noetherian with respect to F.

Proof. Let A1 × A2 be Noetherian with respect to F. If F1 ⊆ F2 ⊆ · · · , is a chain for
A1, then by multiplicity of F, F1 ×⟨a⟩ ⊆ F2 ×⟨a⟩ ⊆ · · · , is a chain for A1 ×A2, for any
a ∈ A2. Since A1 ×A2 is Noetherian, there exists n ∈ N such that Fi × ⟨a⟩ = Fn × ⟨a⟩
for all i ≥ n. Therefore, Fi = Fn for all i ≥ n and A1 is Noetherian with respect to F.
Similarly, we may prove that A2 is Noetherian with respect to F.

Conversely, let A1 and A2 be Noetherian BL-algebras with respect to F and F1 ×
G1 ⊆ F2 × G2 ⊆ · · · , be a chain for A1 × A2. Then by hypothesis, F1 ⊆ F2 ⊆ · · · ,
and G1 ⊆ G2 ⊆ · · · are chains for A1 and A2, respectively. So, there exist n,m ∈ N

such that Fi = Fn, Gj = Gm for all i ≥ n and j ≥ m. We set k = max¶n,m♢, then
Fi ×Gi = Fk ×Gk for all i ≥ k. Therefore, A1 × A2 is Noetherian with respect to F

(Artinian case can be treated similarly). □

Corollary 3.1. Let A be a family of all BL-algebras and F be a complete family for

A which is multiplicative. If A1, A2, . . . , An are BL-algebras, then A1, A2, . . . , An are

Noetherian (Artinian) with respect to F if and only if A1 ×A2 ×· · ·×An is Noetherian

(Artinian) with respect to F.

Proof. Let A1 × A2 × · · · × An be Noetherian with respect to F. We complete the
proof by induction on n. For n = 1, the induction holds. If n = 2, by Theorem 3.7, it
is true. Let for n = k it is true, i.e., if A1 ×A2 ×· · ·×Ak is Noetherian with respect to
F, then A1, A2, . . . , Ak are Noetherian with respect to F. Let B = A1 ×A2 × · · · ×Ak,
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so A1 ×A2 × · · · ×Ak ×Ak+1 = B ×Ak+1. By Theorem 3.7, B ×Ak+1 is Noetherian
with respect to F, thus B and Ak+1 are Noetherian with respect to F. Therefore,
A1, A2, . . . , Ak, Ak+1 are Noetherian with respect to F.

Conversely, it is clear by induction on n and applying Theorem 3.7 (Artinian case
with respect to F can be treated similarly). □

Theorem 3.8. Let F be a structural family for the family of all BL-algebras. If

A1 and A2 are two BL-algebras, ψ : A1 → A2 is a BL-homomorphism and A1 is

Noetherian (Artinian) with respect to F, then ψ (A1) is also Noetherian (Artinian)
with respect to F.

Proof. Let ψ(F1) ⊆ ψ(F2) ⊆ · · · , be an increasing chain of elements of F for ψ (A1).
Since A1 is Noetherian with respect to family F, and F1 ⊆ F2 ⊆ · · · , is an increasing
chain of elements of F for A1, there exists n ∈ N such that Fi = Fn for all i ≥ n. Then
ψ (Fi) = ψ(Fn) for all i ≥ n. So, ψ (A1) is Noetherian with respect to F. Similarly,
we may prove that if A1 is Artinian with respect to F, then so is ψ (A1). □

Theorem 3.9. Let F be a structural family for the family of all BL-algebras. If A1

and A2 are two BL-algebras, ψ : A1 → A2 is an onto BL-homomorphism and A1 is

Artinian with respect to F, then A2 is also Artinian with respect to F.

Proof. Let F1 ⊇ F2 ⊇ · · · , be a decreasing chain of elements of F for A2. Then, by
Definition 3.6, ψ−1(F1) ⊇ ψ−1(F2) ⊇ · · · , is a decreasing chain of elements of F for
A1. Since A1 is Noetherian with respect to family F, there exists n ∈ N such that
ψ−1 (Fi) = ψ−1(Fn) for all i ≥ n. By the fact that ψ is an onto BL-homomorphism,
so ψ (ψ−1(Fi)) = ψ(ψ−1(Fn)) for all i ≥ n. Hence, Fi = Fn for all i ≥ n, A2 is
Artinian with respect to F. □

Theorem 3.10. Let F be a structural family for the family of all BL-algebras. If A
is a BL-algebra, ψ : A → A is an onto BL-homomorphism and A is Noetherian with

respect to F, then ψ is an one-to-one BL-homomorphism.

Proof. Let ker(ψ) ⊆ ker (ψ2) ⊆ · · · , be a chain of elements of F for A. Since A is
Noetherian with respect to family F, there exists n ∈ N such that ker(ψi) = ker(ψn)
for all i ≥ n. Suppose x ∈ ker(ψ), then ψ(x) = 1. Since ψ and ψn are onto BL-
homomorphisms, there exists a ∈ A such that x = ψn(a), so ψ(x) = ψn+1(a) = 1, i.e.,
a ∈ ker(ψn+1) = ker(ψn). This means that x = ψn(a) = 1. Therefore, ker(ψ) = 1 and
ψ is an one-to-one BL-homomorphism. □

Theorem 3.11. Let F be a structural family for the family of the all BL-algebras. If

A is a BL-algebra, ψ : A → A is an one to one BL-homomorphism and A is Artinian

with respect to F, then ψ is an onto BL-homomorphism.

Proof. Suppose ψ is not an onto BL-homomorphism, i.e., A ⊃ ψ(A). Since ψ is
one to one, so ψ(A) ⊃ ψ2(A). We also have ψn−1(A) ⊃ ψn(A) for all n ≥ 2, i.e.,
A ⊃ ψ(A) ⊃ ψ2(A) ⊃ · · · ⊃ ψn(A) ⊃ · · · is a decreasing chain of elements of F. This
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chain is not stationary, because, if there exists k ∈ N such that ψk+1(A) = ψk(A),
then by the injectivity of ψ, there exists a map φ : A → A, φ(ψ(A)) = IA, thus
φ(ψk+1(A)) = φ(ψk(A)), i.e., ψk(A) = ψk−1(A). By continuing this procedure, we get
ψ(A) = A, which is a contradiction. Therefore, the chain is not stationary and hence
A is not Artinian BL-algebra, which is a contradiction with hypothesis. Therefore,
A = ψ(A) and ψ is an onto BL-homomorphism. □

4. Conclusion

In BL-algebras (indeed in any algebraic structure), the results of chain conditions
can be defined. Chain conditions are defined to study the properties of an algebraic
structure. However, we must note that we can prove similar results for chain conditions.
It is considerable that these results can be formulated in general structure to have
a general approach to chain conditions. We may also define chain conditions with
respect to partial order relation in our future work.
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SOME EXTENSIONS OF A THEOREM OF PAUL TURÁN
CONCERNING POLYNOMIALS

N. A. RATHER1, ISHFAQ DAR1, AND A. IQBAL1

Abstract. In this paper, certain new results concerning the maximum modulus
of the polar derivative of a polynomial with restricted zeros are obtained. These
estimates strengthen some well known inequalities for polynomial due to Turán,
Dubinin and others.

1. Introduction

In scientific disciplines like physics, engineering, computer science, biology, physical
chemistry, economics, and other applied areas, experimental observations and investi-
gations when translated into mathematical language are called mathematical models.
The solution of these models could lead to problems of estimating how large or small
the maximum modulus of the derivative of an algebraic polynomial can be in terms
of the maximum modulus of that polynomial. Bounds for such type of problems
are of some practical importance. Since, there are no closed formulae for precise
evaluation of these bounds and whatever is available in literature is in the form of
approximations. However for practical purposes, nobody ever needs exacts bounds
and mathematicians must only indicate methods for obtaining approximate bounds.
These approximate bounds, when computed efficiently, are quite satisfactory for the
needs of investigators and scientists. Therefore there is always a desire to look for
better and improved bounds than those available in literature. It is this aspiration of
obtaining more refined and revamped bounds that has inspired our work in this article.
In this paper, we have generalized and refined some well known results concerning the
polynomials due to Turán [16], Dubinin [6] and others. To begin with let Pn denote
the linear space of all polynomials of the form P (z) =

∑n
ν=0 aνz

ν of degree n ≥ 1
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and let P ′(z) be the derivative of P (z). Then concerning the lower bound for the
maximum of ♣P ′(z)♣ in terms of maximum of ♣P (z)♣ for class of polynomials P ∈ Pn

not vanishing outside unit disc, Turán [16] showed that

(1.1) max
♣z♣=1

♣P ′(z)♣ ≥ n

2
max
♣z♣=1

♣P (z)♣.

Equality in inequality (1.1) holds for those polynomials P ∈ Pn which have all their
zeros on ♣z♣ = 1. As an extension of (1.1), Govil [8] proved that if P ∈ Pn and P (z)
has all its zeros in ♣z♣ ≤ k, k ≥ 1, then

(1.2) max
♣z♣=1

♣P ′(z)♣ ≥ n

1 + kn
max
♣z♣=1

♣P (z)♣.

In literature, there exist several generalizations and extensions of (1.1) and (1.2)
(see [1, 2, 4, 5, 13–15]). Dubinin [6] refined inequality (1.1) by proving that if all the
zeros of P ∈ Pn lie in ♣z♣ ≤ 1, then

(1.3) max
♣z♣=1

♣P ′(z)♣ ≥ 1

2

(

n+

√

♣an♣ −
√

♣a0♣
√

♣an♣



max
♣z♣=1

♣P (z)♣.

The polar derivative DαP (z) of P ∈ Pn with respect to the point α ∈ C is defined by

DαP (z) := nP (z) + (α− z)P ′(z).

The polynomial DαP (z) is of degree at most n − 1 and it generalizes the ordinary
derivative P ′(z) of P (z) in the sense that

lim
α→∞

DαP (z)

α
= P ′(z),

uniformly for ♣z♣ ≤ R, R > 0.
A. Aziz [1], Aziz and Rather ([4,5]) obtained several sharp estimates for maximum

modulus of DαP (z) on ♣z♣ = 1 and among other things they extended inequality (1.2)
to the polar derivative of a polynomial by showing that if P ∈ Pn has all its zeros in
♣z♣ ≤ k, k ≥ 1, then for every α ∈ C with ♣α♣ ≥ k

(1.4) max
♣z♣=1

♣DαP (z)♣ ≥ n

(

♣α♣ − k

1 + kn



max
♣z♣=1

♣P (z)♣.

2. Main Results

In this paper, we obtain certain refinements and generalizations of inequalities (1.1),
(1.2), (1.3) and (1.4). We first prove the following result.

Theorem 2.1. If P ∈ Pn and P (z) has all its zeros in ♣z♣ ≤ k, k ≥ 1, then for every

α ∈ C, with ♣α♣ ≥ k

max
♣z♣=1

♣DαP (z)♣ ≥♣α♣ − k

1 + kn

(

n+

√
kn♣an♣−

√
♣a0♣√

kn♣an♣

(

max
♣z♣=1

♣P (z)♣ +
♣an−1♣ϕ(k)

k



+ ψ(k)♣na0 + αa1♣,
(2.1)
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where ϕ(k) =
(

kn−1
n

− kn−2−1
n−2



or
(k−1)2

2
and ψ(k) = 1− 1

k2 or 1− 1
k

according as n > 2
or n = 2.

Remark 2.1. Since all the zeros of P (z) lie in ♣z♣ ≤ k, k ≥ 1, it follows that
√

♣a0♣ ≤
√

kn♣an♣. In view of this, inequalities (2.1) refines inequality (1.4).

If we divide the two sides of inequality (2.1) by ♣α♣ and let ♣α♣ → ∞, we get the
following result.

Corollary 2.1. If P ∈ Pn and P (z) has all its zeros in ♣z♣ ≤ k, k ≥ 1, then

max
♣z♣=1

♣P ′(z)♣ ≥ 1

1 + kn

(

n+

√
kn♣an♣−

√
♣a0♣√

kn♣an♣

(

max
♣z♣=1

♣P (z)♣ +
♣an−1♣
k

ϕ(k)



+ ψ(k)♣a1♣,
(2.2)

where ϕ(k) =
(

kn−1
n

− kn−2−1
n−2



or (k−1)2

2
and ψ(k) = 1− 1

k2 or 1− 1
k

according as n > 2
or n = 2.

The result is best possible and equality in inequality (2.2) holds for P (z) = zn +kn.

Remark 2.2. As before, it can be easily seen that inequality (2.2) refines inequality
(1.2). Further for k = 1, inequality (2.2) reduces to inequality (1.3).

Next, we present the following result which is generalisation of Theorem 2.1 and in
particular, includes refinement of inequality (1.2) as a special case.

Theorem 2.2. If all the zeros of P ∈ Pn lie in ♣z♣ ≤ k, k ≥ 1, then for every α ∈ C

with ♣α♣ ≥ k, 0 ≤ l < 1,

max
♣z♣=1

♣DαP (z)♣ ≥ n

1 + kn

{

(♣α♣ − k


max
♣z♣=1

♣P (z)♣ + (♣α♣ + 1/kn−1)lm

}

+
(♣α♣ − k)

kn(kn + 1)

(√
kn♣an♣−lm−

√
♣a0♣√

kn♣an♣−lm

(

kn max
♣z♣=1

♣P (z)♣ − lm



+
(♣α♣ − k)♣an−1♣ϕ(k)

k(1 + kn)

(

n+

√
kn♣an♣−lm−

√
♣a0♣√

kn♣an♣−lm



+ ψ(k)♣na0 + αa1♣,

(2.3)

where m = min♣z♣=k ♣P (z)♣, ϕ(k) =
(

kn−1
n

− kn−2−1
n−2



or (k−1)2

2
and ψ(k) = 1 − 1

k2 or

1 − 1
k

according as n > 2 or n = 2.

If we divide both sides of inequality (2.3) by ♣α♣ and let ♣α♣ → ∞, we get the
following result.
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Corollary 2.2. If all the zeros of P ∈ Pn lie in ♣z♣ ≤ k, k ≥ 1, then for 0 ≤ l < 1

max
♣z♣=1

♣P ′(z)♣ ≥ n

1 + kn

{

max
♣z♣=1

♣P (z)♣ + lm

}

+ ψ(k)♣a1♣

+
1

kn(kn + 1)

(√
kn♣an♣−lm−

√
♣a0♣√

kn♣an♣−lm

(

kn max
♣z♣=1

♣P (z)♣ − lm



+
♣an−1♣

k(1 + kn)

(

n+

√
kn♣an♣−lm−

√
♣a0♣√

kn♣an♣−lm



ϕ(k),

(2.4)

where m = min♣z♣=k ♣P (z)♣, ϕ(k) =
(

kn−1
n

− kn−2−1
n−2



or (k−1)2

2
and ψ(k) = 1 − 1

k2 or

1 − 1
k

according as n > 2 or n = 2.

Remark 2.3. For l = 0, Corollary 2.2 reduces to Corollary 2.1 and for k = 1, inequality
(2.4) refines inequality (1.3).

3. Lemmas

We need the following lemmas for the proof of our theorems. The first lemma is due
to Dubinin [6].

Lemma 3.1. If P ∈ Pn and P (z) has all its zeros in ♣z♣ ≤ 1, then

(3.1) ♣P ′(z)♣ ≥ 1

2

(

n+

√

♣an♣ −
√

♣a0♣
√

♣an♣



♣P (z)♣, for ♣z♣ = 1.

The next lemma is special case of a result due to Aziz and Rather [3, 4].

Lemma 3.2. If P ∈ Pn and P (z) has its all zeros in ♣z♣ ≤ 1, then for ♣z♣ = 1

♣Q′(z)♣ ≤ ♣P ′(z)♣,
where Q(z) = znP (1/z).

Lemma 3.3. If all the zeros of P ∈ Pn lie in a circular region C and w is any zero
of DαP (z), the polar derivative of P (z), then at most one of the points w and α may
lie outside C.

The above lemma is due to Laguerre (see [10]). The following lemma is due to
Frappier, Rahman and Ruscheweyh [7].

Lemma 3.4. If P (z) is a polynomial of degree at most n ≥ 1, then for R ≥ 1

(3.2) max
♣z♣=R

♣P (z)♣ ≤ Rn max
♣z♣=1

♣P (z)♣ − (Rn −Rn−2)♣P (0)♣, if n ≥ 2,

and

(3.3) max
♣z♣=R

♣P (z)♣ ≤ Rmax
♣z♣=1

♣P (z)♣ − (R − 1)♣P (0)♣, if n = 1.

Next lemma is the famous result of P. D. Lax [9].



SOME EXTENSIONS OF A THEOREM OF PAUL TURÁN 973

Lemma 3.5. If P ∈ Pn does not vanish in ♣z♣ < 1, then

♣P ′(z)♣ ≤ n

2
max
♣z♣=1

♣P (z)♣, for ♣z♣ = 1.

We also need the following lemma.

Lemma 3.6. If P (z) = an
∏n

j=1(z − zj) is a polynomial of degree n ≥ 2 having no

zero in ♣z♣ < 1, then for R ≥ 1

(3.4) max
♣z♣=R

♣P (z)♣ ≤ Rn + 1

2
max
♣z♣=1

♣P (z)♣ −
(

Rn−1
n

− Rn−2−1
n−2



♣P ′(0)♣, if n > 2,

and

(3.5) max
♣z♣=R

♣P (z)♣ ≤ R2 + 1

2
max
♣z♣=1

♣P (z)♣ − (R − 1)2

2
♣P ′(0)♣, if n = 2.

Proof of Lemma 3.6. For each θ, 0 ≤ θ < 2π, we have

(3.6) P (Reiθ) − P (eiθ) =

R
∫

1

eiθP ′(teiθ)dt,

which gives with the help of (3.2) of Lemma 3.4 and Lemma 3.5 for n > 2

♣P (Reiθ) − P (eiθ)♣ ≤
R
∫

1

♣P ′(teiθ)♣dt

≤n

2

R
∫

1

tn−1dtmax
♣z♣=1

♣P (z)♣ −
R
∫

1

(tn−1 − tn−3)dt♣P ′(0)♣

=
Rn − 1

2
max
♣z♣=1

♣P (z)♣ −
(

Rn − 1

n
− Rn−2 − 1

n− 2



♣P ′(0)♣.

Consequently for n > 2 and 0 ≤ θ < 2π, we have

♣P (Reiθ)♣ ≤ ♣P (Reiθ) − P (eiθ)♣ + ♣P (eiθ)♣

≤ Rn + 1

2
max
♣z♣=1

♣P (z)♣ −
(

Rn − 1

n
− Rn−2 − 1

n− 2



♣P ′(0)♣,

which immediately leads to (3.4). Similarly we can prove inequality (3.5) by using
inequality (3.3) of Lemma 3.4. This proves Lemma 3.6. □

Finally we require the following lemma.

Lemma 3.7. If P ∈ Pn has all its zeros in ♣z♣ ≤ k, where k ≥ 1, then for 0 ≤ l < 1

max
♣z♣=k

♣P (z)♣ ≥ 2kn

1 + kn
max
♣z♣=1

♣P (z)♣ + l

(

kn − 1

kn + 1



min
♣z♣=k

♣P (z)♣

+
2kn−1♣an−1♣
kn + 1

(

kn − 1

n
− kn−2 − 1

n− 2



, if n > 2,

(3.7)
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and

max
♣z♣=k

♣P (z)♣ ≥ 2k2

1 + k2
max
♣z♣=1

♣P (z)♣ + l

(

k2 − 1

k2 + 1



min
♣z♣=k

♣P (z)♣ +
k(k − 1)2♣a1♣

k2 + 1
, if n = 2.

(3.8)

Proof of Lemma 3.7. Since all the zeros of P ∈ Pn lie in ♣z♣ ≤ k, k ≥ 1, therefore, all
the zeros of g(z) = P (kz) lie in ♣z♣ ≤ 1 and hence all the zeros of f(z) = zng(1/z) =
znP (k/z) lie in ♣z♣ ≥ 1. Moreover, m = min♣z♣=k ♣P (z)♣ = min♣z♣=1 ♣f(z)♣, so that

m♣zn♣ ≤ ♣f(z)♣, for ♣z♣ = 1.

We show that for λ ∈ C with ♣λ♣ < 1, f(z) + λmzn ̸= 0 in ♣z♣ < 1. This is trivially
true if m = 0. Henceforth we suppose that m ̸= 0, so that all the zeros of f(z) lie in
♣z♣ > 1. By the maximum modulus theorem

(3.9) m♣zn♣ < ♣f(z)♣, for ♣z♣ < 1.

Now if there is point z = z0 with ♣z0♣ < 1, such that f(z0) + λmzn
0 = 0, then

♣f(z0)♣ = ♣λ♣♣zn
0 ♣m < ♣zn

0 ♣m,

a contradiction to inequality (3.9). Hence, it follows that the polynomial T (z) =
f(z) + λmzn does not vanish in ♣z♣ < 1. Applying inequality (3.4) of Lemma 3.6 to
the polynomial T (z), with R = k ≥ 1 and n > 2, we get for ♣z♣ = 1,

♣f(kz) + λknmzn♣ ≤kn + 1

2
♣f(z) + λmzn♣ −

(

kn − 1

n
− kn−2 − 1

n− 2



♣f ′(0)♣.

Which implies, for n > 2,

♣f(kz) + λmknzn♣ ≤ kn + 1

2

(

♣f(z)♣ + ♣λm♣


−
(

kn − 1

n
− kn−2 − 1

n− 2



♣f ′(0)♣.(3.10)

Choosing argument of λ suitably in the left hand side of inequality (3.10), we get for
n > 2

♣f(kz)♣ + ♣λ♣mkn ≤ kn + 1

2

(

♣f(z)♣ + ♣λ♣m


−
(

kn − 1

n
− kn−2 − 1

n− 2



kn−1♣an−1♣.

Replacing f(z) by znP (k/z), we obtain for n > 2 and ♣z♣ = 1

kn max
♣z♣=1

♣P (z)♣ + ♣λ♣mkn ≤kn + 1

2

(

max
♣z♣=k

♣P (z)♣ + ♣λ♣m


−
(

kn − 1

n
− kn−2 − 1

n− 2



kn−1♣an−1♣,

which on simplification yields inequality (3.7). In a similar manner we can prove
inequality (3.8) by applying inequality (3.5) of Lemma 3.6 instead of inequality (3.4)
to the polynomial T (z). This proves Lemma 3.7. □
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4. Proof of the Theorems

Proof of Theorem 2.1. Let f(z) = P (kz). Since P ∈ Pn has all its zeros in ♣z♣ ≤ k
where k ≥ 1, therefore, f ∈ Pn and f(z) has all its zeros in ♣z♣ ≤ 1. If Q(z) = znf(1/z),
then it is easy to verify that

(4.1) ♣Q′(z)♣ = ♣nf(z) − zf ′(z)♣, for ♣z♣ = 1.

Combining (4.1) with Lemma 3.2, we get

(4.2) ♣f ′(z)♣ ≥ ♣nf(z) − zf ′(z)♣, for ♣z♣ = 1.

Now for every α ∈ C with ♣α♣ ≥ k, we have for ♣z♣ = 1,

♣Dα/kf(z)♣ = ♣nf(z) + (α/k − z)f ′(z)♣ ≥ ♣α/k♣♣f ′(z)♣ − ♣nf(z) − zf ′(z)♣,
which gives with the help of (4.2)

(4.3) ♣Dα/kf(z)♣ ≥
(

♣α♣ − k

k



♣f ′(z)♣.

Consequently,

(4.4) max
♣z♣=k

♣DαP (z)♣ ≥ (♣α♣ − k) max
♣z♣=k

♣P ′(z)♣.

Again since all the zeros of f(z) = P (kz) lie in ♣z♣ ≤ 1, therefore, using Lemma 3.1,
we have

♣f ′(z)♣ ≥ 1

2

(

n+

√

kn♣an♣ −
√

♣a0♣
√

kn♣an♣



♣f(z)♣, for ♣z♣ = 1.

Replacing f(z) by P (kz), we obtain

kmax
♣z♣=1

♣P ′(kz)♣ ≥ 1

2

(

n+

√

kn♣an♣ −
√

♣a0♣
√

kn♣an♣



max
♣z♣=1

♣P (kz)♣,

which implies

(4.5) max
♣z♣=k

♣P ′(z)♣ ≥ 1

2k

(

n+

√

kn♣an♣ −
√

♣a0♣
√

kn♣an♣



max
♣z♣=k

♣P (z)♣.

Combining inequality (4.4) and inequality (4.5), we have

(4.6) max
♣z♣=k

♣DαP (z)♣ ≥ (♣α♣ − k)

2k

(

n+

√

kn♣an♣ −
√

♣a0♣
√

kn♣an♣



max
♣z♣=k

♣P (z)♣.

Further since DαP (z) is a polynomial of degree at most n− 1, using inequality (3.2)
of Lemma 3.4, we have for n > 2

max
♣z♣=R

♣DαP (z)♣ ≤ Rn−1 max
♣z♣=1

♣DαP (z)♣ − (Rn−1 −Rn−3)♣na0 + αa1♣.
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Using this inequality and inequality (3.7) of Lemma 3.7 with l = 0 and R = k ≥ 1 in
(4.6), we have for n > 2

kn−1 max
♣z♣=1

♣DαP (z)♣ − (kn−1 − kn−3)♣na0 + αa1♣

≥(♣α♣ − k)

2k

(

n+

√

kn♣an♣ −
√

♣a0♣
√

kn♣an♣



×
{

2kn

1 + kn
max
♣z♣=1

♣P (z)♣ +
2kn−1♣an−1♣
kn + 1

(

kn − 1

n
− kn−2 − 1

n− 2

}

,

which on simplification gives

max
♣z♣=1

♣DαP (z)♣ ≥♣α♣ − k

1 + kn

(

n+

√

kn♣an♣ −
√

♣a0♣
√

kn♣an♣



×
{

max
♣z♣=1

♣P (z)♣ +
♣an−1♣
k

(

kn − 1

n
− kn−2 − 1

n− 2

}

+
(

1 − 1/k2


♣na0 + αa1♣, if n > 2.

The above inequality is equivalent to the inequality (2.1) for n > 2. For n = 2, the
result follows on similar lines by using inequality (3.3) of Lemma 3.4 and inequality
(3.8) of Lemma 3.7 in the inequality (4.6). This completes the proof of Theorem
2.1. □

Proof of Theorem 2.2. By hypothesis P ∈ Pn has all zeros in ♣z♣ ≤ k, k ≥ 1. If P (z)
has a zero on ♣z♣ = k, then m = min♣z♣=k ♣P (z)♣ = 0 and result follows from Theorem
2.1. Henceforth, we suppose that P (z) has all its zeros in ♣z♣ < k, k ≥ 1, so that
m > 0. Now if f(z) = P (kz), then f ∈ Pn and f(z) has all zeros in ♣z♣ < 1 and
m = min♣z♣=k ♣P (z)♣ = min♣z♣=1 ♣f(z)♣. This implies

m ≤ ♣f(z)♣, for ♣z♣ = 1.

By the Rouche’s Theorem, we conclude that for every λ ∈ C with ♣λ♣ < 1, the
polynomial g(z) = f(z) − λmzn has all zeros in ♣z♣ < 1. Applying inequality (4.3) to
the polynomial g(z), it follows for ♣z♣ = 1 and ♣α♣ ≥ k

♣Dα/kg(z)♣ ≥
(

♣α♣ − k

k



♣g′(z)♣.

Since all the zeros of g(z) lie in ♣z♣ < 1, using Lemma 3.1, we obtain for ♣z♣ = 1 and
♣α♣ ≥ k

♣Dα/kg(z)♣ ≥ 1

2

(

♣α♣ − k

k





n+

√

♣knan − λm♣ −
√

♣a0♣
√

♣knan − λm♣



 ♣g(z)♣.



SOME EXTENSIONS OF A THEOREM OF PAUL TURÁN 977

Using the fact that the function S(x) =
x−

√
♣a0♣

x
, x > 0, is non-decreasing function

of x and ♣knan − λm♣ ≥ kn♣an♣ − ♣λ♣m > 0, we get for every λ ∈ C with ♣λ♣ < 1 and
♣z♣ = 1

(4.7) ♣Dα/kg(z)♣ ≥ 1

2

(

♣α♣ − k

k





n+

√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m



 ♣g(z)♣.

Replacing g(z) by f(z) − λmzn in (4.7), we get for ♣z♣ = 1 and ♣α♣ ≥ k
∣

∣

∣

∣

∣

Dα/kf(z) − nmαλ

k
zn−1

∣

∣

∣

∣

∣

≥1

2

(

♣α♣ − k

k

(

n+

√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m



(

♣f(z) − λm♣


.

(4.8)

Since all the zeros of f(z) − λmzn = g(z) lie in ♣z♣ < 1 and ♣α/k♣ ≥ 1, it follows by
Lemma 3.3 that all the zeros of

Dα/k(f(z) −mλzn) = Dα/kf(z) − nmαλ

k
zn−1

lie in ♣z♣ < 1. This implies that

(4.9)
∣

∣

∣Dα/kf(z)
∣

∣

∣ ≥ nm♣α♣
k

♣z♣n−1, for ♣z♣ ≥ 1.

In view of this inequality, choosing argument of λ in the left hand side of inequality
(4.8) such that

∣

∣

∣

∣

∣

Dα/kf(z) − nmαλ

k
zn−1

∣

∣

∣

∣

∣

=
∣

∣

∣Dα/kf(z)
∣

∣

∣− nm♣α♣♣λ♣
k

, for ♣z♣ = 1,

we get for ♣z♣ = 1 and ♣α♣ ≥ k

∣

∣

∣Dα/kf(z)
∣

∣

∣− nm♣α♣♣λ♣
k

≥1

2

(

♣α♣ − k

k





n+

√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m





(

♣f(z)♣ − ♣λ♣m


,

which on simplification yields

∣

∣

∣Dα/kf(z)
∣

∣

∣ ≥ 1

2

(

♣α♣ − k

k





n+

√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m



 ♣f(z)♣

− 1

2

(

♣α♣ − k

k







√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m



 ♣λ♣m+
n

2

(

♣α♣ + k

k



♣λ♣m.
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This implies for ♣z♣ = 1 and ♣α♣ ≥ k

max
♣z♣=k

♣DαP (z)♣ ≥1

2

(

♣α♣ − k

k





n+

√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m



max
♣z♣=k

♣P (z)♣

− 1

2

(

♣α♣ − k

k







√

kn♣an♣ − ♣λ♣m−
√

♣a0♣
√

kn♣an♣ − ♣λ♣m



 ♣λ♣m+
n

2

(

♣α♣ + k

k



♣λ♣m.

(4.10)

Moreover, since DαP (z) is a polynomial of degree at most n− 1, applying inequality
(3.2) of Lemma 3.4 and inequality (3.7) of Lemma 3.7 with R = k ≥ 1, we obtain for
♣α♣ ≥ k, 0 ≤ l < 1 and ♣z♣ = 1

kn−1 max
♣z♣=1

♣DαP (z)♣ − (kn−1 − kn−3)♣na0 + αa1♣

≥1

2

(

♣α♣ − k

k

(

n+

√

kn♣an♣ − lm−
√

♣a0♣
√

kn♣an♣ − lm



×
{

2kn

1 + kn
max
♣z♣=1

♣P (z)♣ +
kn − 1

kn + 1
lm+

2kn−1♣an−1♣
kn + 1

(

kn − 1

n
− kn−2 − 1

n− 2

}

− 1

2

(

♣α♣ − k

k

(

√

kn♣an♣ − lm−
√

♣a0♣
√

kn♣an♣ − lm



lm+
n

2

(

♣α♣ + k

k



lm, if n > 2.

Equivalently, we have for ♣α♣ ≥ k, 0 ≤ l < 1 and ♣z♣ = 1

max
♣z♣=1

♣DαP (z)♣ ≥ n

1 + kn

{

(♣α♣ − k


max
♣z♣=1

♣P (z)♣ + (♣α♣ + 1/kn−1)lm

}

+
(♣α♣ − k)

kn(kn + 1)

(

√

kn♣an♣ − lm−
√

♣a0♣
√

kn♣an♣ − lm

(

kn max
♣z♣=1

♣P (z)♣ − lm



+
(♣α♣ − k)♣an−1♣
k(1 + kn)

(

n+

√

kn♣an♣ − lm−
√

♣a0♣
√

kn♣an♣ − lm



×
(

kn − 1

n
− kn−2 − 1

n− 2



+ (1 − 1/k2)♣na0 + αa1♣, if n > 2.

That proves the inequality (2.3) for n > 2. For the case n = 2, the result follows on
similar lines by using inequality (3.3) of Lemma 3.4 and inequality (3.8) of Lemma
3.7 in the inequality (4.10). This completes the proof of Theorem 2.2. □
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SHIFTED GEGENBAUER-GAUSS COLLOCATION METHOD FOR

SOLVING FRACTIONAL NEUTRAL

FUNCTIONAL-DIFFERENTIAL EQUATIONS WITH

PROPORTIONAL DELAYS

R. M. HAFEZ1∗ AND Y. H. YOUSSRI2

Abstract. In this paper, the shifted Gegenbauer-Gauss collocation (SGGC) me-
thod is applied to fractional neutral functional-differential equations with propor-
tional delays. The technique we have used is based on shifted Gegenbauer polyno-
mials and Gauss quadrature integration. The shifted Gegenbauer-Gauss method
reduces solving the generalized fractional pantograph equation fractional neutral
functional-differential equations to a system of algebraic equations. Reasonable nu-
merical results are obtained by selecting few shifted Gegenbauer-Gauss collocation
points. Numerical results demonstrate its accuracy, and versatility of the proposed
techniques.

1. Introduction

Fractional differential operators have a long history, having been mentioned by
Leibniz in a letter to L’Hospital in 1695. A history of the development of fractional
differential operator can be founded in [26, 27]. One of the most recent works on
the subject of the fractional calculus, i.e. the theory of derivatives and integrals of
fractional (non-integer) order, is the book of Podlubny [31], which deals principally
with fractional equations. Today, there are many works on fractional calculus (see for
example [11,36]).

For the past three centuries, this subject has been dealt with by the mathematicians
and only in the last few years, this was pulled to several (applied) fields of engineering,
science and economics [11]. However, the number of scientific and engineering problems

Key words and phrases. Neutral fractional functional-differential equations, proportional delay,
collocation method, shifted Gegenbauer-Gauss quadrature, shifted Gegenbauer polynomials.
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involving fractional calculus is already very large and still growing and perhaps the
fractional calculus will be the calculus of the twenty-first century. It was found
that various, especially interdisciplinary applications can be elegantly modeled with
the help of fractional derivatives. Fractional differentials and integral provide more
accurate models of systems under considerations. Many authors have demonstrated
applications of fractional calculus in the nonlinear oscillation of earthquakes [15], fluid-
dynamic traffic model [16], to model frequency dependent damping behavior of many
viscoelastic materials [4, 5], continuum and statistical mechanics [23], colored noise
[24], solid mechanics [35], economics [6], bioengineering [20–22], anomalous transport
[25], and dynamics of interfaces between nanoparticles and substrates [10].

The analytic results on the existence and uniqueness of solutions of the frac-
tional differential equations have been investigated by many authors (see, for examples
[31,36]).

Spectral methods (see, for instance [14,30,33,38]) are one of the principal methods of
discretization for the numerical solution of differential equations. The main advantage
of these methods lies in their accuracy for a given number of unknowns. For smooth
problems in simple geometries, they offer exponential rates of convergence/spectral
accuracy. In contrast, finite-difference and finite-element methods yield only algebraic
convergence rates. The three most widely used spectral versions are the Galerkin,
collocation, and tau methods. Collocation methods [8, 9] have become increasingly
popular for solving differential equations, also they are very useful in providing highly
accurate solutions to nonlinear differential equations.

Neutral functional-differential equations play an important role in the mathemati-
cal modeling of several phenomena. It is well known that most of delay differential
equations cannot be solved exactly. Therefore, numerical methods would be presented
and developed to get approximate solutions of these equations. In this direction,
Bhrawy et al. [3] proposed a new spectral collocation scheme based upon the general-
ized Laguerre polynomials and Gauss quadrature integration for solving generalized
fractional pantograph equations. Anapali et al. [29] investigated a Taylor collocation
method, which is based on collocation method for solving fractional pantograph equa-
tion. Rahimkhani et al. [28] defined a new functions called generalized fractional-order
Bernoulli wavelet functions based on the Bernoulli wavelets to obtain the numerical
solution of fractional order pantograph differential equations in a large interval. Fur-
thermore, Yang and Huang [39] proposed a spectral Jacobi-collocation approximation
for fractional order integrodifferential equations of Volterra type with pantograph
delay. Recently, in [13], Ghasemi et al. proposed an approximate solution of a class
of nonlinear fractional-order delay differential equation using Hilbert function space.

Our fundamental goal of this paper is to develop a suitable way to approximate
the neutral fractional functional-differential equations with proportional delays on
the interval (0, L) using the shifted Gegenbauer polynomials, we propose the spectral
shifted Gegenbauer-Gauss collocation (SGGC) method to find the solution uN(x).
The shifted Gegenbauer spectral collocation (SGGC) approximation, which is more
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reliable, is employed to obtain approximate solution of neutral fractional functional-
differential equations with proportional delays of order ν (m − 1 < ν < m) and m
initial conditions. For suitable collocation points we use the (N − m + 1) nodes of
the shifted Gegenbauer-Gauss interpolation on (0, L). These equations together with
initial conditions generate (N + 1) algebraic equations which can be solved. Finally,
the accuracy of the proposed methods are demonstrated by test problems, numerical
results are presented in which the usual exponential convergence behavior of spectral
approximations is exhibited.

This paper is organized as follows. In the subsequent section, we present some
definitions and properties of fractional calculus theory. In Section 3 we give an overview
of shifted Gegenbauer polynomials and their relevant properties needed hereafter, and
in Section 4, the way of constructing the collocation technique for neutral fractional
functional-differential equations with proportional delays is described using the shifted
Gegenbauer polynomials. In Section 6, we present some numerical results exhibiting
the accuracy and efficiency of our numerical algorithms.

2. Basic Definitions

The two most commonly used definitions are the Riemann-Liouville operator and
the Caputo operator [36]. We give some definitions and properties of fractional
derivatives.

Definition 2.1. The Riemann-Liouville fractional integral operator of order ν, ν > 0,
is defined as

Jνf(x) =
1

Γ(ν)

∫ x

0
(x − t)ν−1f(t)dt, ν > 0, x > 0,

J0f(x) = f(x).

Definition 2.2. The Caputo fractional derivative of order ν is defined as

Dνf(x) =Jm−νDmf(x) =
1

Γ(m − ν)

∫ x

0
(x − t)m−ν−1 dm

dtm
f(t)dt,

m − 1 < ν < m, x > 0, Dm is the classical differential operator of order m.

For the Caputo derivative we have

(2.1) DνC = 0, C is a constant,

Dνxβ =











0, for β ∈ N0 and β < ⌈ν⌉,
Γ(β + 1)

Γ(β + 1 − ν)
xβ−ν , for β ∈ N0 and β ≥ ⌈ν⌉ or β ̸∈ N and β > ⌊ν⌋,

(2.2)

where ⌈ν⌉ and ⌊ν⌋ are the ceiling and floor functions, respectively, while N = ¶1, 2, . . .♢
and N0 = ¶0, 1, 2, . . .♢.
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The Caputo’s fractional differentiation is a linear operation, similar to the integer-
order differentiation

(2.3) Dν(λf(x) + µg(x)) = λDνf(x) + µDνg(x),

where λ and µ are constants.

Remark 2.1. The reason for using the fractional derivative in the Caputo sense is that
it is mathematically rigorous than the Riemann-Liouville sense (one can be referred
to [19, 32]). Caputo definition is advantageous in many disciplines such as applied
science and engineering [18]. Moreover, properties of the Caputo derivative are useful
in translating the higher fractional-order differential systems into lower ones [17].
Some comparisons between Caputo and Riemann-Liouville operators can be found in
[27]. It is a future work for us to study the Riemann-Liouville derivative in relation
to solve some physical models.

3. Shifted Gegenbauer Polynomials Interpolation

In this section, we detail the properties of shifted Gegenbauer polynomials that will
be used to construct the method.

3.1. Shifted Gegenbauer polynomials. The Gegenbauer polynomial Cα
i (z), of

degree i ∈ Z
+, and associated with the parameter α > −1

2
, is a real-valued function,

which appears as an eigensolution to a singular Sturm-Liouville problem in the finite

domain [−1, 1] [37]. It is a Jacobi polynomial, P
(α,β)
i (x), with α = β, and can be

standardized so that

Cα
i (z) =

i!Γ(α + 1
2
)

Γ(i + α + 1
2
)
P

(α− 1
2

,α− 1
2

)

i (z), i = 0, 1, 2, . . .

There exist useful relations between Legendre polynomials Li(z) and Chebyshev poly-
nomials of the first kind and second kind, Ti(z), Ui(z), respectively, and the Gegen-
bauer polynomials Cα

i (z) as [37],

Li(z) = C
1
2 (z), Ui(z) = C1(z),

and

Ti(z) =
i

2
lim
α→0

α−1Cα
i (z), i ≥ 1.

The well-known Gegenbauer polynomials can be determined with the aid of the
following recurrence formulae:

(i + 1)Cα
i+1(z) = 2z(α + i)Cα

i (z) − (2α + i − 1)Cα
i−1(z), i = 1, 2, . . . ,

where Cα
0 (z) = 1 and Cα

1 (z) = 2αz. The weight function for the Gegenbauer polyno-

mials is the even function wα(z) = (1 − z2)α− 1
2 . The Gegenbauer polynomials form a
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complete orthogonal basis polynomials in L2
wα [−1, 1] and their orthogonality relation

is given by the following weighted inner product:

(Cα
j , Cα

i )wα =
∫ 1

−1
Cα

j (z)Cα
i (z)wα(z)dz = γα

i δji,

where

γα
i =

21−2α π Γ(i + 2α)

Γ(i + 1) (i + α) Γ2(α)

is the normalization factor and δji is the Kronecker delta function. We denote the
zeroes of the Gegenbauer polynomial Cα

i+1(z) (also called Gegenbauer-Gauss nodes)
by zα

k , k = 0, . . . , i. We also denote their corresponding Christoffel numbers by
ϖα

k , k = 0, . . . , i, and define them by the following relation:

(ϖα
k )−1 =

i
∑

j=0

(γα
j )−1(Cα

j (zk))2, k = 0, 1, 2, . . . , i.

In order to use these polynomials on the interval t ∈ [0, L] we defined the so-called
shifted Gegenbauer polynomials by introducing the change of variable z = 2

L
t − 1.

Let the shifted Gegenbauer polynomials Cα
i ( 2

L
t − 1) be denoted by Gλ

i (t). Then Gα
i (t)

can be obtained as follows:

(i + 1)Gα
i+1(t) = 2



2

L
t − 1



(α + i)Gα
i (t) − (2α + i − 1)Gα

i−1(t), i = 1, 2, . . . ,

and

(3.1) DqGα
i (t) =



4

L

q

(α)qG
α+q
i−q (t),

where Gα
0 (t) = 1 and Gα

1 (t) = 2α( 2
L

t−1). The analytic form of the shifted Gegenbauer
polynomials Gα

i (t) of degree i is given by

(3.2) Gα
i (t) =

i
∑

k=0

(−1)i−k (2α)i+k

Lk k! (i − k)! (α + 1
2
)k

tk, 0 ≤ t ≤ L,

where (θ)i is the Pochhammer symbol, means θ(θ + 1)(θ + 2) · · · (θ + i − 1) for i ≥ 1
and (θ)0 = 1. Note that the values

(3.3) Gα
i (0) = (−1)i Γ(i + 2α)

i! Γ(2α)
and Gα

i (L) =
Γ(i + 2α)

i! Γ(2α)
,

are fulfilled at the endpoints. Moreover, the relations (3.1) and (3.3) imply that the
special value

(3.4) DqGα
i (0) =

(−1)i−q22q(α)qΓ(i + 2α + q)

Lq(i − q)!Γ(2α + 2q)
,

will be of important use later. The orthogonality condition is
∫ L

0
Gα

j (t)Gα
k (t)wα

L(t)dt = γα
L,kδjk,
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where wα
L(t) = (Lt − t2)α− 1

2 is the weight function for the shifted Gegenbauer polyno-

mials and γα
L,k = L2α π Γ(k+2α)

24α−1 Γ(k+1) (k+α) Γ2(α)
is the normalization factor.

If f(t) is a polynomial of degree n, then it may be expressed in terms of shifted
Gegenbauer polynomials as

u(t) =
n
∑

j=0

bjG
α
j (t),

where the coefficients bj are given by

(3.5) bj =
1

γα
L,j

∫ L

0
u(t)Gα

j (t)wα
L(t)dt, j = 0, 1, 2, . . .

We denote the zeroes of the shifted Gegenbauer polynomial Gα
i+1(t) by tα

L,k, k =
0, 1, 2, . . . , i. We also denote their corresponding Christoffel numbers by ϖα

L,k, k =
0, 1, 2, . . . , i.

Clearly,

tα
L,k =

L

2
(tα

k + 1), k = 0, . . . , i,

ϖα
L,k =



L

2

2α

ϖα
k , k = 0, . . . , i.

If we denote by Pi, the space of all polynomials of degree at most i, i ∈ Z
+, then for

any ϕ ∈ Pi+1

∫ L

0
ϕ(t)wα

Ldt =


L

2

2α ∫ 1

−1
ϕ


L

2
(t + 1)



wα(t)dt =


L

2

2α n
∑

j=0

ϖα
j ϕ


L

2
(tα

j + 1)


=
n
∑

j=0

ϖα
L,jϕ(tα

L,j).

Lemma 3.1. The qth derivative of Gα
k (t) can be written as

DqGα
k (t) =

k
∑

m=0
(k+m−q) even

Cq(k, m, α)Gα
m(t),

where

Cq(k, m, α) =
22q k!

Lq(q − 1)! Γ(k + 2λ)

×
(m + α) Γ(m + 2α)

(

k−m+q−2
2



! Γ
(

k+m+q+2α

2



m!
(

k−q−m

2



! Γ
(

k+m−q+2α+2
2

 , k ≥ q.

(For the proof see Doha [12]).
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3.2. The fractional derivatives of Gα
i (t).

Lemma 3.2. Let Gα
i (t) be a shifted Gegenbauer polynomial then

D(ν)Gα
i(t) = 0, i = 0, 1, 2, . . . , ⌈ν⌉ − 1, ν > 0.

Proof. Using (2.1)–(2.3) in (3.2) the lemma can be proved. □

Theorem 3.1. The fractional derivative of order ν in the Caputo sense for the shifted

Gegenbauer polynomials is given by

(3.6) D(ν)Gα
i(t) =

∞
∑

j=0

Sν(i, j, α)Gα
j (t), i = ⌈ν⌉, ⌈ν⌉ + 1 . . . ,

where

Sν(i, j, α) =
i
∑

k=⌈ν⌉

θi,j,k,

and

θi,j,k =
(−1)i−k 24α−1 Γ(j + 1) (j + α)Γ2(α) (2α)i+k

π Γ(j + 2α) (i − k)! (α + 1
2
)k Γ(k − ν + 1)

×
j
∑

l=0

(−1)j−l L−ν (2α)j+l Γ(α + 1
2
) Γ(k + l + α − ν + 1

2
)

l! (j − l)! (α + 1
2
)l Γ(2α + k + l − ν + 1)

, j = 0, 1, . . . ,

where D(ν) is the fractional derivative of order ν in the Caputo sense.

Proof. The analytic form of the shifted Gegenbauer polynomials Gα
i (t) of degree i is

given by (3.2). Using (2.2), (2.3) and (3.2) we have

D(ν)Gα
i (t) =

i
∑

k=0

(−1)i−k (2α)i+k

Lk k! (i − k)! (α + 1
2
)k

Dνtk

(3.7)

=
i
∑

k=⌈ν⌉

(−1)i−k (2α)i+k Γ(k + 1)

Lk k! (i − k)! (α + 1
2
)k Γ(k − ν + 1)

tk−ν , i = ⌈ν⌉, ⌈ν⌉ + 1, . . .

Now approximate tk−ν by (N + 1) terms of shifted Gegenbauer series, so we have

(3.8) tk−ν ≃
N
∑

j=0

bk,jG
α
j (t),

where bk,j is given from (3.5) with u(t) = tk−ν and

bk,j =
24α−1 Γ(j + 1) (j + α) Γ2(α)

π Γ(j + 2α)

×
j
∑

l=0

(−1)j−l Lk−ν (2α)j+l Γ(α + 1
2
) Γ(k + l + α − ν + 1

2
)

l! (j − l)! (α + 1
2
)l Γ(2α + k + l − ν + 1)

, j = 0, 1, . . .
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Employing (3.7)–(4.1), yields

(3.9) DνGα
i (t) =

∞
∑

j=0

Sν(i, j, α)Gα
j (t), i = ⌈ν⌉, ⌈ν⌉ + 1, . . . ,

where Sν(i, j, α) is given as in (3.6) and this proves the theorem. □

Remark 3.1. It is to be noted here that if ν = q ∈ N, then Lemma 3.1 may be obtained
as a special case of Theorem 3.1.

4. Shifted Gegenbauer Polynomials Interpolation Approximation

In this section, we use the shifted Gegenbauer-Gauss collocation method to solve
numerically the following model problem:

(u(t) + a(t)u(pmt))(ν) = βu(t) +
m−1
∑

n=0

bn(t)Dγnu(pnt) + f(t), t ≥ 0,(4.1)

with the initial conditions
m−1
∑

n=0

cinu(n)(0) = λi, i = 0, 1, . . . , m − 1.(4.2)

Here, a and bn, n = 0, 1, . . . , m − 1, are given analytical functions, m − 1 < ν ≤
m, 0 < γ0 < γ1 < · · · < γm−1 < ν and β, pn, cin, λi denote given constants with
0 < pn < 1, n = 0, 1, . . . , m.

By using the shifted Gegenbauer-Gauss collocation method, we can approximate the
fractional neutral functional-differential equations with proportional delays, without
any artificial boundary and variable transformation. Let us first introduce some basic
notation that will be used in the sequel. We set

SN(0, L) = Span¶Gα
0 (t), Gα

1 (t), . . . , Gα
N(t)♢,

and we define the discrete inner product and norm as follows:

(u, v)wα
L,N

=
N
∑

j=0

u(tα
L,j) v(tα

L,j) ϖα
L,j, ∥u∥wα

L,N
=
√

(u, u)wα
L,N

,

where tα
L,j and ϖα

L,j are the nodes and the corresponding weights of the shifted
Gegenbauer-Gauss quadrature formula on the interval (0, L), respectively. Obviously,

(u, v)wα
L,N

= (u, v)wα
L
, for all u, v ∈ S2N+1.

Thus, for any u ∈ SN(0, L), the norms ∥u∥wα
L,N

and ∥u∥wα
L

coincide.

Associating with this quadrature rule, we denote by I
Gα

T

N the shifted Gegenbauer-
Gauss interpolation,

I
Gα

T

N u(tα
L,k) = u(tα

L,k), 0 ≤ k ≤ N.
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The shifted Gegenbauer-Gauss collocation method for solving (4.1) and (4.2) is to
seek uN(t) ∈ SN(0, L), such that

Dν(u(tα
L,k) + a(tα

L,k)u(pmtα
L,k)) = βu(tα

L,k) +
m−1
∑

n=0

bn(tα
L,k)Dγnu(pntα

L,k) + f(tα
L,k),

where k = 0, 1, . . . , N − m,
∑m−1

n=0 cinu(n)(0) = λi, i = 0, 1, . . . , m − 1.
We now derive the algorithm for solving (4.1) and (4.2). To do this, let

(4.3) uN(t) =
N
∑

h=0

ahGα
h(t), a = (a0, a1, . . . , aN)T .

We first approximate Dνu(t) and Dγnu(t), as (4.3). By substituting these approxi-
mation in (4.1), we get

(

N
∑

h=0

ahGα
h(t) + a(t)

N
∑

h=0

ahGα
h(pmt)

(ν)

=β
N
∑

h=0

ahGα
h(t) +

m−1
∑

n=0

N
∑

h=0

ahbn(t)DγnGα
h(pnt)

+ f(t).

(4.4)

Making use of (3.6), we deduce that

(

N
∑

h=0

ahGα
h(t) + a(t)

N
∑

h=0

ahGα
h(pmt)

(ν)

=β
N
∑

h=0

ahGα
h(t)

+
m−1
∑

n=0

N
∑

h=0

M
∑

f=0

ahbn(t)Sγn
(h, f)Gα

f (pnt) + f(t).

(4.5)

Also, by substituting (4.3) in (4.2) we obtain

(4.6)
m−1
∑

n=0

M
∑

f=0

ainD(n)Gα
f (0) = λi.

Now, we collocate (4.5) at the (N − m + 1) shifted Gegenbauer-Gauss interpolation
points, yields

(

N
∑

h=0

ahGα
h(tα

L,k) + a(tα
L,k)

N
∑

h=0

ahGα
h(pmtα

L,k)

(ν)

=β
N
∑

h=0

ahGα
h(tα

L,k) +
m−1
∑

n=0

N
∑

h=0

M
∑

f=0

ahbn(tα
L,k)Sγn

(h, f)Gα
f (pntα

L,k) + f(tα
L,k).

(4.7)

Next (4.6), after using (3.4), can be written as

(4.8)
m−1
∑

n=0

M
∑

f=0

(−1)f−ncin

22n (α)n Γ(f + 2α + n)

Ln (f − n)! Γ(2α + 2n)
= λi.
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Finally, (4.7), with relation (4.8) generate (N +1) set of algebraic equations which can
be solved for the unknown coefficients aj, j = 0, 1, 2, . . . , N , by using any standard
solver technique.

5. Convergence and Error Analysis

This section is dedicated to investigating the convergence and error analysis of
the suggested Gegenbauer expansion. In this regard, we follow Abd-Elhameed and
Youssri [2], the following two theorems are stated and proved. In what follows by the
notation A ≲ B, we means that there exists a generic constant Υ such that A ≤ Υ B.
The following three lemmas are of important use in sequel.

Lemma 5.1 ([1]).
∫

Gα
j (t)wα

L(t)dt = −α 21−2α L2α

j(j + α)
Gα+1

j−1 (t).

Lemma 5.2 ([10]). For α > 0 one have:

♣Gα
j (t)♣ ≲ (Lt − t2)

−α
2

j
3
2

.

Lemma 5.3 ([34]).

lim
n→∞

Γ(n + α)

(n − 1)! nα
= 1.

Theorem 5.1. If u(t) is expanded in a series of shifted Gegenbauer polynomial, has

a bounded first derivative, then we have the following estimate: for all α > 0 and j >
1 : ♣bj♣ ≲ j−2α− 3

2 .

Proof. Integration by parts on the right hand side of (3.5) and based on Lemma 5.1
we have

(5.1) ♣bj♣ ≲
♣ ∫ L

0 u′(t) Gα+1
j−1 (t) dt♣

j2 γα
L,j

.

Based on Lemma 5.2 and by hypothesis of the theorem we have

(5.2)

∣

∣

∣

∣

∣

∫ L

0
u′(t) Gα+1

j−1 (t) dt

∣

∣

∣

∣

∣

≲
M

j
3
2

,

where M is the upper bound of u′(t). Application of Lemma 5.3 will yield

(5.3) ♣γα
L,j♣ = O(j2α−2).

Joining (5.1), (5.2) and (5.3), we have

bj ≲ j− 3
2

−2α,

which completes the proof of the theorem. □
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Theorem 5.2. If u(t) =
∞
∑

j=0

bj Gα
j (t), uN(t) =

N
∑

j=0

bj Gα
j (t) are the exact and approxi-

mate solutions of (4.1), respectively and u(t) satisfies the hypothesis of Theorem 5.1,

then we have the following error estimate:

∥u − uN∥wα
L,N ≲ 1/N2+α.

Proof.

∥ u − uN ∥2
wα

L,N
=
∫ L

0
(u − uN)2wα

L dt

=





∞
∑

j=N+1

bj Gα
j ,

∞
∑

j=N+1

bj Gα
j





wα
L

=
∞
∑

j=N+1

b2
j γα

L,j.

Now, based on the estimate in Theorem 5.1 and the estimate in (5.3), we get

∥ u − uN ∥2
wα

L,N
≲

∞
∑

j=N+1

j−5−2α ≲ N−4−2α,

which completes the proof of the theorem. □

6. Numerical results

In order to show the effectiveness of shifted Gegenbauer-Gauss collocation method
for solving fractional neutral functional-differential equations with proportional delays,
we present some numerical examples. The absolute errors in the given tables are the
values of ♣u(x) − uN(x)♣ at selected points.

Example 6.1 ([7]). Consider the following fractional neutral functional-differential
equation with proportional delay

u
1
2 (t) = −u(t) +

1

3
u


t

4



+
1

2
u

1
2



t

4



+ g(t), u(0) = 1, t ∈ [0, 5],(6.1)

where

g(t)=− 1

Γ(1
2
)

∫ t

0
(t−x)− 1

2 sin(x) dx+cos(t)−1

3
cos



t

4



+
1

2Γ(1
2
)

∫ t

0
(t−x)− 1

2 sin


x

4



dx,

and the exact solution is given by u(t) = cos(t).

In Table 1, we list the absolute errors obtained by the shifted Gegenbauer-Gauss
collocation method, with different values of α at N = 22. The outcomes are contrasted
with the outcome of the modifed generalized Laguerre-Gauss collocation (MGLC)
method [7]. It is clear from this table that, the solutions got by our technique are
superior in examination with modifed generalized Laguerre-Gauss collocation scheme
[7]. In order to compare the present method with the analytic solution, the resulting
graph of (6.1) is shown in Figure 1.
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Table 1. Comparison of the absolute errors at N = 22 for Example 6.1.

MGLC method [7] Our method
x α = 1, α = 4, α = 5, α = 1

2
α = 1 α = 3

2
β = 2 β = 3 β = 5

0 7.993.10−15 0.000.10−00 2.220.10−16 2.220.10−16 0.00.10−00 0.00.10−00

0.5 5.164.10−4 7.041.10−4 1.746.10−4 1.663.10−5 2.466.10−5 3.757.10−5

1 5.066.10−4 5.763.10−4 1.416.10−4 1.592.10−5 2.466.10−5 3.757.10−5

1.5 3.521.10−4 4.93.10−4 1.257.10−4 4.765.10−6 1.804.10−5 3.067.10−5

2 2.793.10−4 4.268.10−4 1.059.10−4 3.517.10−7 1.684.10−5 2.572.10−5

2.5 4.480.10−4 3.862.10−4 8.856.10−5 1.276.10−5 1.684.10−5 2.440.10−5

3 2.269.10−4 3.437.10−4 8.429.10−5 1.585.10−5 1.694.10−5 2.264.10−5

3.5 1.998.10−4 3.113.10−4 7.249.10−5 5.960.10−8 1.066.10−5 1.873.10−5

4 5.164.10−4 3.037.10−4 6.271.10−5 1.364.10−5 5.364.10−6 1.522.10−5

4.5 1.141.10−3 2.841.10−4 1.159.10−4 3.051.10−5 4.649.10−6 1.657.10−5

0 5 10 15 20
-1.0

-0.5

0.0

0.5

1.0

t

uH
tL

SGGC method at N=20

Exact Solution

Figure 1. Graph of exact solution and approximate solution for α = 5
2

at N = 20 for Example 6.1.

Example 6.2. Consider the following fractional neutral functional-differential equation
with proportional delay

u
1
2 (t) = −u(t) +

1

4
u


t

3



+
1

3
u

1
2



t

3



+ g(t), u(0) = 0, t ∈ [0, 1],(6.2)

where

g(t) =
Γ(q + 1)

Γ(q + 1
2
)
tq− 1

2 + tq − 1

4



t

3

q

− 1

3

Γ(q + 1)

Γ(q + 1
2
)



t

3

q− 1
2

,

and the exact solution is given by u(t) = tq, q ≥ ⌈1
2
⌉.

In Table 2, we list the absolute errors obtained by the shifted Gegenbauer-Gauss
collocation method, with several values of t, q and at N = 16.
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Table 2. Absolute errors using SGGC method at N = 16 for Example 6.2.

t q = 1 q = 1.3 q = 1.5 q = 1.7 q = 1.9
0.1 1.259.10−4 1.570.10−4 7.967.10−5 2.889.10−5 4.584.10−6

0.2 8.676.10−5 1.784.10−4 1.070.10−4 4.379.10−5 9.350.10−6

0.3 3.542.10−4 8.152.10−5 3.702.10−5 1.451.10−5 1.102.10−6

0.4 1.037.10−4 2.138.10−5 3.047.10−6 1.577.10−6 1.465.10−6

0.5 3.993.10−4 8.114.10−5 5.435.10−5 2.070.10−5 5.960.10−6

0.6 2.855.10−4 1.182.10−4 7.906.10−5 3.327.10−5 8.494.10−6

0.7 2.324.10−4 5.947.10−5 3.263.10−5 1.503.10−5 2.164.10−6

0.8 5.255.10−4 3.819.10−5 9.847.10−6 4.389.10−6 1.710.10−6

0.9 2.723.10−4 4.922.10−6 1.289.10−5 6.527.10−6 3.031.10−6

1.0 1.124.10−4 5.547.10−5 3.204.10−5 1.146.10−5 2.783.10−6

Table 3. Absolute errors using SGGC method at N = 16 for Example 6.3.

t α = 1
2

α = 1 α = 3
2

0.0 4.609.10−16 7.844.10−16 2.387.10−17

0.1 6.161.10−6 8.530.10−6 1.075.10−5

0.2 3.563.10−5 4.959.10−5 6.287.10−5

0.3 9.834.10−5 1.380.10−4 1.758.10−4

0.4 2.028.10−4 2.857.10−4 3.651.10−4

0.5 3.579.10−3 5.054.10−4 6.457.10−4

0.6 5.777.10−4 8.090.10−4 1.032.10−3

0.7 8.657.10−4 1.208.10−3 1.541.10−3

0.8 1.227.10−3 1.714.10−3 2.186.10−3

0.9 1.671.10−3 2.338.10−3 2.981.10−3

1.0 2.071.10−3 2.971.10−3 3.834.10−3

Example 6.3. Consider the following fractional neutral functional-differential equation
with proportional delay

u
5
2 (t) = u(t) + u

1
2



t

3



+ u
3
2



t

4



+ u
5
2



t

5



+ g(t), t ∈ [0, 1],(6.3)

subject to

u(0) = 0, u′(0) = 0, u′′(0) = 0,

where

g(t) =
32√

π
t

3
2 − t4 − 128

945
√

3π
t

7
2 − 2

5
√

π
t

5
2 − 32

5
√

5π
x

3
2 ,

and the exact solution is given by u(t) = t4.

In Table 3, we list the absolute errors obtained by the shifted Gegenbauer-Gauss
collocation method, with several values of α and at N = 16. Meanwhile, Figure 1
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t

uH
tL

SGGC method at N=20

Exact Solution

Figure 2. Graph of exact solution and approximate solution for α = 5
2

at N = 20 for Example 6.3.

presents the SGGC solution with α = 5
2

at N = 20 and exact solution, which are
found to be in excellent agreement.
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