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WEAVING ¢g-FRAMES FOR OPERATORS
A. KHOSRAVI AND J. S. BANYARANI

ABSTRACT. Bemrose et al. introduced weaving frames and later, Deepshikha et al.
generalized them to weaving K-frames. In this note, as a generalization of these
notions, we introduce approximate K-duals and investigate the properties of K-g-
frames and weaving K-g-frames. We show that woven K-g-frames and weakly woven
K-g-frames coincide. We also study perturbation and erasure of woven K-g-frames
and we show that they are stable under small perturbations. Also we generalize
some of the known results in frame theory to K-g-frames and weaving K-g-frames.

1. INTRODUCTION AND PRELIMINARIES

Frames for Hilbert spaces were first introduced by Duffin and Schaeffer [7] in
1952 to study some problems in nonharmonic Fourier series, reintroduced in 1986
by Daubechies, Grossmann and Meyer [5] and popularized from then on. Frames
are generalizations of bases in Hilbert spaces. A frame as well as an orthonormal
basis allows that each element in the underlying Hilbert space to be written as
an unconditionally convergent series in linear combinations of the frame elements;
however, in contrast to the situation for a basis, the coefficients might not be unique.
Frames are very useful in characterization of function spaces and other fields of
applications such as filter bank theory, sigma-delta quantization, signal and image
processing and wireless communications.

Sun in [14] introduced g-frames as another generalization of frames. He showed that
frames, oblique frames, pseudo frames and fusion frames are special cases of g-frames
see also [9] and [10]. Weaving frames were introduced in [1] and investigated in [2,3,12].
In [13] we have generalized weaving frames to the Banach spaces. This concept

Key words and phrases. K-frame, g-frame, weaving K-g-frame, perturbation.
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168 A. KHOSRAVI AND J. S. BANYARANI

is motivated on distributed signal processing, see [1]. A potentional application
of weaving frames together is dealing with wireless sensor networks which may be
subjected to distributed processing under different frames. The theory can be used
in the processing of signals using Gabor frames.

Frames for operators, which are also called K-frames are more general than ordinary
frames, where K is a bounded linear operator in a separable Hilbert space H. K-
frames were introduced by Gavruta [8] and investigated in [15]. Because of the
higher generality of K-frames, many properties for ordinary frames may not hold
for K-frames (for example, the corresponding synthesis operator for K-frames is not
surjective). Deepshikha et .al in [6] generalized weaving frames to weaving K-frames.

Throughout this paper H denotes a separable Hilbert space with inner product (-, -)
and J is a finite or countable subset of Z and {H; : i € J} is a sequence of separable
Hilbert spaces. Also, for every i € 3, L(H, H;) is the set of all bounded linear operators
from H to H;, and L(H, H) is denoted by L(H). Also, GL(H) ={T € L(H) : T is
invertible }. Also throughout this paper we let K € L(H), with closed range.

A family {p;}ies C H is a frame for H, if there exist constants 0 < A < B < oo
such that

AlFIP < 22U foen)? < BILFIP,
i€J
for each f € H. A family {p;}ics C H is a K-frame for H, if there exist constants
0 < A < B < oo such that

AIIEFI* < 3K eal” < BIFIP,
1€]

for each f € H. A sequence A = {A; € L(H, H;) : i € I} is called a g-frame for H
with respect to {H; : ¢ € I} if there exist 0 < A < B < oo such that for every f € H

AlLFIP < X IAI1P < BIFIP,

i€

A, B are called g-frame bounds. In this case we say that {A; € L(H, H;) : i € J}
is an (A, B) g-frame. We call A a tight g-frame if A = B and a Parseval g-frame if
A = B = 1. If only the right hand side inequality is required, A is called a g-Bessel
sequence see [4].

For every sequence {H,};cy, the space

(Z@M) = {(fi)ieﬂ : fi eHi;i€j7Z|’fi|’2 <OO},
i€J 02 i€J
with pointwise operations and the following inner product is a Hilbert space

<(fi>iej7 (gi>iej> = Z<fi;gi>'

1€
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If A is a g-Bessel sequence, then the synthesis operator for A is the linear operator

Ty : (Z@Hz) = H, Tr(fi)ies =Y A fi-
42

1€ €]

The adjoint of the synthesis operator is called the analysis operator and is defined by

Ty : H— (Z@%) o Thf = (Aif)ieo.
i€J 02
We call Sy = T\T} the g-frame operator of A and Syf = >,cs AfAf, f € H.
If A= (A;)ies is a g-frame with lower and upper g-frame bounds A, B, respectively,
then the g-frame operator of A is a bounded, positive and invertible operator on H
and

SO
A-T<Sy<B-I.
Let K € L(H). A sequence A = {A; € L(H, H;) : i € J} is called a K-g-frame, if
there exist constants 0 < A < B < oo such that
AT < S IASI? < BIFIP. fe
=
Remark 1.1. Plainly, every g-frame is a K-g-frame, K # 0, since

A *
iHK*HQIIK FIF < AIFIP < X IAIP < BIFI
1€

Conversly, if K* is bounded from below (equivalently if K is surjective), then every
K-g-frame is an ordinary g-frame.

Gévruta showed that every K-frame in H is a frame for R(K') and so every element
of R(K) can be reconstructed see [8,15]. We generalize this result to K-g-frames.

Lemma 1.1. Let K € L(H) with closed range R(K). Then
(a) K |p+): R(K*) = R(K) and K* |gpry: R(K) = R(K™) are isomorphisms.
(b) If {\; € L(H,H;) : i € 3} is a K-g-frame with g-frame operator S, then
S | rxy: R(K) = S(R(K)) is an isomorphism, i.e., {A\; € L(R(K), H;) : i € J}
is a g-frame.

Proof. (a) Since R(K) is closed, then R(K*) is also closed and (ker(K))* = R(K*),
(ker(K*))* = R(K). Hence, K |g(x+): R(K*) — R(K) is a bounded bijective linear
map. Now, by Banach isomorphism theorem K |g(x+) is an isomorphism and similarly
K* |p(ry: R(K) — R(K*) is an isomorphism. Therefore, there exist A, B > 0 such
that for each y € R(K)

Allyll < [[K7y[l < Bllyl|
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(b) Since {A;};ey is a K-g-frame, there exist 0 < A’ < B’ < oo such that for each
reH
ANK*@)|I* < (Sz,z) < B'||=|”,
specially for each x € H, we have
AA?|K(2)|* < (SKx, Kz) < ||S(K(2))] - | K],

so by (2.1) for each x € H, we have A’A?||K (z)| < ||S(K(z))||. Therefore, S |rr) is
one-to-one and S(R(K)) is closed. Now, again by Banach isomorphism theorem, we
have the result. O

A small modification in [14] gains the following result.
Lemma 1.2. Let for eachi €3, {e;; : j € J;} be an orthonormal basis for H;. Then
{A;}ies is a K-g-frame if and only if {Af(e;;)}iesjes; is a K-frame.

In [15] the authors defined the atomic system for K and by using this idea we
introduce the following definition.
Definition 1.1. Let K € L(H). A sequence {A; € L(H,H;) : i € J} is called an
atomic g-system for K| if the following conditions are satisfied:

(a) {A;}ier is a g-Bessel sequence;

(b) for any x € H, there exists g, = (¢:)i € (Xies® H;)p2 such that Kz =

>ies Af(g:), where ||g.|| < C||z||, C is a positive constant.

We recall some definitions from [12].

Definition 1.2. Let A = {A; € L(H,H;) :i € J}and ' = {I'; € L(H,H;) : i € I}
be two g-frames for H. We call {A;}ics and {I';}ies woven g-frames if there exist
0 < A < B < oo such that for every ¢ C J and every f € H

AIFIP < D2NAFIP + D2 T fIIP < B
i€o 1€0°
In this case, for convenience we say that {A;};cg, {I'; }ics are an (A, B)-woven g-frame.
Proof of the following lemma is similar to [15, Theorem 3.5] which we reaffirm.

Lemma 1.3. Let {A;}icq be a g-Bessel sequence in H. Then {A;}icq is a K-g-frame
for H, if and only if there exists A > 0 such that S > AKK*, where S is the g-frame
operator for {A;}ics.

Remark 1.2. Since 282 = § > AKK*, by Douglas theorem, there exists C' € L(H)
such that K = 52C.

Definition 1.3. Let K € L(H) and {A; € L(H,H;) :i € J}and {I'; € L(H,H;) : i €
J} be K-g-frames. We say that {A;}ies, {I'i}ies are woven K-g-frames if there exist
constants 0 < A < B < oo such that for every ¢ C J and every f € H

AIETFIP < 3 IAFIP + D0 T < BILFI™
i€o 1€0¢

In this case we say that {A;}ies, {I'i}ies are (A, B) woven K-g-frames.
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Ezample 1.1. Let H be a Hilbert space with orthonormal basis {e, : n € N} and let
A,, T, K : H— H be defined by
An(z) = (T, esn)esn + (T, €5n-1) €501,

Fn(:E) = <l’, €5n>65n + <:U7 €5n+1>65n+17
and K(z) = X ,en(z, esn)es, for every z € H.
Then {T',, : n € N} and {A,, : n € N} are woven K-g-frames.

Since K is the orthogonal projection of H onto M, the closed subspace of H
generated by {es, : n € N}, then K = K*. Now for every x € H and o C I we have

I @)IP = D7 K, esn)* < 32 [An(@) 1+ 3 [ITn ()]

neN neo neo¢
=D [ esa) P+ D Kwsesn-1) P+ D2 Kasesa)l* + D0 [z, esnin)
neo neo neo¢ neoc
<3% Kz, en))? = 3|27
neN

and we have the result.

As we have in [12, Remark 3.2] if {A;};e5 and {I'; };eq are g-Bessel sequences with
bounds B and B’ and g-frame operators S and S’, respectively, then for every o C J,
0<5,<S<B-Tand0< S/ . <S5 <B-I. Therefore, 0 < S,+S5/. < (B+DB')-1I.
Hence, {A;}ico U{Ti}icoe is a g-Bessel sequence with bound B + B’ and g-frame
operator S, + S’., where Sy f = > c, AfA;f and S/ f = > TiTL f.

In this paper we try to generalize some of the known results in K-frames, weaving
frames and weaving g-frames to K-g-frames.

2. WEAVING K-g-FRAME

In [1], the authors introduced the concept of weaving frames. In this section we
also study weaving K-g-frames.

Definition 2.1. Let K € L(H). The sequences {A,;};c3, {I'i }ics are called a woven
atomic g-system for K, if the following conditions are satisfied:
(a) {A;}ies and {I'; }ies are g-Bessel sequences;
(b) there exist positive constants C4, Cy such that for any = € H, and any o C J
there exist g, = (¢:)i, 0, = (9)i € (Zies D H,),2 such that Ko = Y., Af(g:) +
Yicoe i (g;) with [|go|| < Cif|z]| and [|lg’,[| < Coflz].
Theorem 2.1. Let {\; € L(H,H;) : i € I3} and {I'; € L(H, H;) : i € I} be a woven
atomic g-system for K. Then {A\; € L(H,H;) :i € 3} and {I'; € L(H, H;) : 1 € I} are
woven K-g-frames.
Proof. Let x € H. For every y € H with ||y|]| = 1 and every o C J, there exist
(9i)i: (97)i € (Lies @ Hi) 2, such that Ky = ¥ic, Ajgi + Yicoe 7 gi; then

<x, S A+ Y rzg;>

i€0 i€0¢

|7 ]| = sup [(K"x,y)| = sup
lyll=1 lyll=1
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< sup <x,ZA:gi>’+ sup (= Zrzg;>‘
llyll=1 1€o llyll=1 1€0¢
= Sup Z(Azxagl> + sSup Z<szvg;>
lyll=1 lico lyll=1 lieqe
: : 1 1
< s (Snal?) " (Shal?) + sup (3 10al?) (5 1)
llyll=1 i€o €0 llyll=1 1€0° 1€0C

lylI=1 \ijeo i€oc i€J i€d

< (Sl + ”“”””2); (Z ||gz-|l2)2 + (29;2)é

< (Cy +Ca) s [yl (ZHAW LY xw)

llyll=1 i€o 1€0c

Therefore, 3, [|Aix]|? + Xicoe

Liz|? > ot 1 21?. O

Definition 2.2. We call {A;};c7 and {I';};c9 weakly woven K-g-frames, if for every
o C I, {A;}ico U{Ti }icoe is a K-g-frame.

Lemma 2.1. Let {A;}ies and {T';}ie5 be K-g-frames. Suppose that for every e > 0
and every two disjoint finite sets Iy, J; C J there exists a subset o C I\(I; U Jy) such
that for 6 = I\(I; U J; U o) the lower K-g-frame bound of {A;}icryue U{Li bicsus s
less than €. Then there exists Q C J such that {A;}ico U{Ls }ien\a s not a K-g-frame,
i.e, {A\;}ies and {T';}ies are not weakly woven K-g-frames.

Proof. Let ¢ > 0 and for each p € N, A, = [—p,p] N T where [—p,p| NZ =
{=p,...,0,1,...,p}. We prove that there exist an increasing sequence { f,}>>, C N, a
sequence {h, }>°, C H with ||h,|| = 1, and sequences {0, }, {9, } of subsets J with o, C
AS | =NA, 1, 6, = AS_ \0on, such that I,=1,1U(0,NA,), Jn = Jn1U(0,NA,)
satlsfy both

€ *
> IM)lP+ X0 Tl < [P

i€l,_1Uon ieJn,1U6n
€
Yoo M)IP+ DY D) < =K%
i€, > frt+1 $€9,]i|> fr+1 n

We proceed by induction. By taking Iy = Jy = ), we can choose oy C J such that
for 9y = 0§ = J\oy the lower K-g-frame bound of {A;}ics, U{T; }ics, is less than e.
Therefore there is some hy € H with ||| = 1 such that

A (R)IP + D ITs(ha)||* < el K*||%.
€01 1€01

Since

D AR I+ D T (h)[I* < +o0,

1€ i€
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there is f; € N such that

> M+ >0 Tl < el K71

i€d,i|> f1+1 1€7,[i| > f1+1

Let 0;,0;, h; and f; for i = 1,2,...,n — 1 with the above conditions are given. Then
Joo1NI,y =0 and I, ;U J,_ 1 = A,_1. By the hypothesis there is o, C I\ A,_;
with 6, = I\(A,—1 Uo,) such that {A;}ier, 0o, U{Li}ics,_,us, has lower K-g-frame
bound less than e. Hence, there exist h,, € H with ||h,| = 1 such that

> IMa)IP+ 3 ||Fi(hn)||2<%”K*H2'

i€lp_1Uoy i€Jp_1Ubp

Similar to the above argument there is f,, > f,_1 such that

> M)+ > IIFi(hn)IIQ<%IIK*IIQ'

1€9,]i]> fr+1 1€3,]4|> fr+1

By taking I,, = I, 1 U (0, N A,), J, = J,_1 U (6, N A,) for each n, J, N1, =0 and

I, U J, = A,. Therefore,
i=1 j=1

where LI denotes a disjoint union. For
Q= UIZ- and Q° = UJj,
we have

D IAiha)[* + 3 (1T (hn)lI* = (ZIIA w4+ D2 Tk IIQ)
1€Q 1€I\Q i€l JjE€JIn
+( > NP+ >0 [Tk IIQ)
1€QNAS 1€Q°NAS

1€l _1Uop 1€Jn—1Udn

S( > )P+ > HFz-(hn)Hz>

+ ( Yoo AP+ Y ||Fi(hn)||2>
i€3,]i|> fn+1 1€7,]i|> fr+1
- €l rrn
<[P+ [
n n
So that the lower K-g-frame bound of {A;}ico U{I"i}ieno is zero. Then, it is not a
K-g-frame and the two original K-g-frames are not weakly woven. ([l

Corollary 2.1. Let {A;}icg and {T';}iey be K-g-frames. If they are weakly woven, then
there exist A > 0 and finite disjoint subsets J,Q C J such that for each o C I\ (JUQ)



174 A. KHOSRAVI AND J. S. BANYARANI

and 6 = I\(JUQU o) the sequence {A;}icsue U{Li}icous has lower K-g-frame bound
A.

In the proof of [2, Theorem 4.5 |, Casazza et al. dealt with frames, but their proof
also works for K-g-frames and by a modification in their proof, we can get the following
results.

Theorem 2.2. Let {A;}ic5 and {I';}ics be K-g-frames. Then the following are equiv-
alent:

(a) {A;}ier and {T';}iey are woven K-g-frames;
(b) {A;}ies and {T;}ies are weakly woven K -g-frames.

Definition 2.3. Let {A;};c5 and {I";};cs be g-Bessel sequences, with bounds B, B’,
respectively. Then the operator Sy : H — H defined by

Sralf) =TrTx(f) = > _TiA(f), [fe€H,
i€l
is a bounded linear operator with [|Spa|| < VBB’ Also, Sty = Syr and Spr = Sr,
see [11].
The proof of [11, Lemma 2.11] also works for K-g-frames and we have the following
result.

Lemma 2.2. Let {A;}ies and {T';}ies be g-Bessel sequences. If there exists X > 0
such that ||[Sar(f)|| > M K™ f]l, then {A;}ies and {T';}ies are K-g-frames.
Ezample 2.1. Let H be a Hilbert space with orthonormal basis {e, : n € N} and
let A,, 'y and K : H — H be defined by A,(z) = (2, e9,)e9,, ['yn(x) = (x, e9,)e2, +
(x, eant1)eont1, K(x) = X en(®, €an)ean, for every x € H. Then {A,, : n € N} and
{T'», : n € N} are woven K-g-frames for H with universal bounds 1 and 3. The reason
is similar to Example 1.1.
Proposition 2.1. Let A = {A; € L(H,H,;) : 1 €3}, ' ={I'; € L(H,H,) : i € I},
N ={A € L(H,H)) : i € 3} and I" = {I", € L(H,H!) : i € J} be g-Bessel
sequences with bounds Dy, Dy, D3, Dy, respectively. If there exists X\ > 0 such that
1(ST s + SEp ) Il = MK f|| for each o C T and f € H, then {A}}ics and {T'}}ics are
woven K-g-frames and also {A;}ics, {L'}ics are woven K-g-frames.
Proof. As we saw before, they are woven g-Bessel sequences. Suppose that A > 0 such
that for allc C Jand f € H

MK FI < 1S54 + ST ) I,
then,

1(S .+ SEr) L < ST A F I+ ISEr 1l = ITATR)T (NI + T T) ™ ()]

< Il (Z IIAéfH2>2 i (Z ||F§f||2>2

i€0 S
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<o (¥ HA;qu)é s (X HFZ-f!P)%

i€o i€oc
1
< (VD14 o) (S s+ 3 i)
i€0 i€oc
Hence,
el

/ 2 / 2
SINSIP+ ST > 5

On the other hand, since Sf, = Sar, then (S, + Sfp)* = S3 4 + SEr and we
have the result. O
Theorem 2.3. Let A = {A\; € L(H,H;) :i €3} and T = {T; € L(H,H,;) : i € I}
be (A, B) woven K-g-frames and A" = {A, € L(H',H]) : i € I} and I" = {I} €
L(H',H!) :i €3} be (A, B") woven K-g-frames.
(i) Then {A; ® Al}icg and {I'; &1 }ieg are (min{A, A’} max{B, B'}) woven K-g-
frames.
(ii) If H = H', H; = H] for each i € J, and for every o C J
Sin+S3a+ S+ St >0
then {A; + Aj}ics and {Ts 4+ T}}ics are woven K-g-frames, where Sfy =
Z’iEUC F;‘F;
Proof. (i) With a proof similar to the proof of [11, Proposition 2.16 |, {A; ® A}
and {I'; ® "} };eq are K-g-frames. For every o C J and every (f,g) € H® H’

2. 104 @ 8)(19IF + 2 1T @ T, 9)IF
=X A A0 + 3 (. Tig)IP
- ;((Aif, Alg), (Aif, Ng)) + ; (Tif,Tlg), (Tsf, T'g))
= (A1 + 14517 + ST + [Tigl)

<B|IfI* + B'llgll* < max{B, B'}||(f,9)|*,

similarly for the lower bound.
(ii) It is clear that STy, + S{/ 4 + SPp 4+ Sf p is a self-adjoint operator. For every
o C J we have

Sfon S8 =3 (N + AN+ A + D (D + T (0 + T)

€0 €0
= AN HD NN+ D DT+ ) T
€0 €0 1€0¢ 1€0°

D (AFAN + AT+ D (DT 4+ T°T)

i€0 1€0¢
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=53+ SF 4+ 3 + St + S3ar+ Sa + Sh + Stp
SAKK* + AKK* = (A+ A)KK*.
Also, plainly {A; + Al}ico U{L; + I }icoe is a g-Bessel sequence. O

Definition 2.4. Let A = {A;};c5 and T’ = {T';};c5 be g-Bessel sequences. Then
(a) I'is a K-dual of A if for each f € H, we have K f = Sra(f) = YXics TTA(f);
(b) I' is an approximate K-dual of A if there exists 0 < r < 1 such that for every
feH,
IEK(f) = SralHI < el K-
Plainly, every K-dual is an approximate K-dual, and for the converse we have the
following result.

Proposition 2.2. Let T' = {T;}ieq be an approximate K-dual of A. Then A has a
K-dual and every element K(f) of R(K) can be reconstructed from {I'f o A;(f)}ies.

Proof. Since I' is an approximate K-dual of A, there exists 0 < r < 1 such that

(2.1) () = SealHI < rl[KNN, feH.

Now, from (2.1) it follows that Spa(f) = 0 if and only if K(f) = 0. Therefore, we
can define U : R(K) — R(Sra) by U(K(f)) = Sra(f) for every f € H. Hence U is
an injective bounded linear map and by using (2.1) we have

(2.2) IKf=UKf| <rl|Kfl, feH
So, for every f € H
(L =nEKf]| < [UENHI < @ +r)[Kf]

Hence, U has a closed range, R(U) = R(Sr ). Now by Banach isomorphism theorem
U~ R(Sra) — R(K) is a bounded linear map, which can be extended to V : H —
H, by V. =U"" o mp), where Tk is the orthogonal projection of H onto R(U). It
is clear that
K(f)=VoSea(f)=>_(VoIj)oA(f), fe€H.
i€

Therefore, {T"; 0 V*}.e9 is a K-dual of {A;};e. O

Remark 2.1. If in the above Proposision R(Sr ) € R(K), then we can regard U :
R(K) — R(K) and from (2.2) it follows that

lg—Ugll <rllgll, g€ R(K).

Then ||Ipxy — U|| < r < 1 and consequently U is invertible and the above inequality
is similar to the inequality for approximate K-dual.

A small modification in the proofs of [3, Proposition 15] and [12, Theorem 3.14]
shows that these properties hold for K-g-frames.
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3. PERTURBATION

In this section we study the behaviour of K-g-frames under some perturbations.
The following result shows that approximate K-duals are stable under small per-
turbation.

Theorem 3.1. Let A = {A; € L(H, H;) : i € J} be a g-Bessel sequence and ¥ =
{1y € L(H, H;) : i € I} be an approzimate K-dual (resp. K-dual) of A with 0 < r < 1
and upper bound C. IfT' ={T"; € L(H, H;) : i € 3} is a sequence such that

(ZH )||2> < FIEWDIL - feH,

1€]
and VCF <1 —r (resp. CF < 1), then ¥ is an approzimate K-dual of T.
Proof. Let B be an upper bound for A. Then for any f € H, we have

1

(ZHFJIIQ) < [HAifYieslle + IHTif = AifYieslle < (VB +VEIK|IS],

i€J
(Z HwigHQ)
i€d
Hence, for every f € H

|Kf = Surfl| <IKf—Seafll+1Seaf—Serfll < (r+ VCOF)|Kf].

Since r + VCF < 1 we have the result. If ¥ is a K-dual of A, then Sy rf = K f and
we have [|[K — Syl < VCF < 1. O

Theorem 3.2. Let {\; € L(H,H;) : i € I} and {I"; € L(H, H;) : i € I} be (A, B)
woven K-g-frames and let T € L(H) and T;,T! € L(H;) for each i € J. If there exist
0 <m < M < oo such that for each i € 3 and f; € H;, m||fi|| < || TifI], |17 fil] <
M|\ fill, then {A; = T;A;T}ies and {1, = T/T,T}iey are woven T*K -g-frames, with
universal bounds m*>A and M?*B||T||?. Moreover if TK* = K*T, m||f|| < [|Tf||, then
{A; € L(H,H;) :i €3} and {I', € L(H, H;) : i € I} are woven K-g-frames, with
universal bounds m*A and M*B||T|>.

so, I' is a g-Bessel sequence. For any f € H,

|Seaf — Serf] < sup { (Z (A Fi)fHQ)

lgll=1 i€J

D=
D=

}<\/ﬁKf|-

Proof. For every o C J and every f € H

DN+ D2 TP = D NTATfI* + - 1T )P

i€0 1€0¢ €0 i€oc
< D NTIPIATAIR + X2 T IPITTfI?
€0 i€0¢

< (z IATFE+ S ||rin||2)

€0 i€0€
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< M2B||T|*|I £,
and similarly for every ¢ C J and every f € H we have,
DA+ YT = m* A KT f||* = m* AT K) f]]*.
€0 1€0°

The rest of the proof is obvious. 0

Corollary 3.1. Let {A; € L(H, H;)}ies be a K-g-frame for H and T € L(H) be
invertible. Then

(i) {A;T}ies is a K-g-frame, when TK* = K*T';

(ii) {T'A;}ier is a K-g-frame, when H; C H for each i € J.

Proof. Let {A;}ies be a K-g-frame with bounds A and B.
(i) For every x € H, we have

A

T I < AlITK z||* = Al K*(T=)|*

< S IATa|? < BITs|? < BITI )
el
For (ii),
A 1
A K@ < A
TP TP =

< 2NNl < T X0 N Awl® < BTl m

For the erasure of K-g-frames, the following result shows that it is possible to
remove some elements of a woven K-g-frame and still have a woven K-g-frame.

Proposition 3.1. Suppose that {A;}ics and {T';}icq are (A, B) woven K-g-frames. If
d CJand
YOIASIP < DK FI1%,

i€d
for some, 0 < D < A, then {A;}icang and {I';}ienng are (A — D, B) woven K-g-frames.

Proof. The proof is similar to the proof of [3, Proposition 16]. O

Corollary 3.2. Let {A;}ics be a K-g-frame with lower frame bound A. If for some
dCJand 0 < D < A,

d_IIAifI* < DIEfIF,  f € H,

i€d
then {A;}icge is a K-g-frame with lower bound A — D.
Definition 3.1. Let {A;};c5 be a K-g-frame and let 0 < A\j, Ay < 1. We say that the
family {T';};e7 is a (A1, A2)-perturbation of {A;};cq if we have

[Aif = Tif [l < AllAif Il + Ao Tifll, for all f € H.
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Theorem 3.3. Let {A;}ics and {T';}ies be woven K-g-frames and {A,}ics, {I';}ico be
(A1, A2), (u1, p2)-perturbations of {A\;}ies and {T';}iey, respectively. Then {Al}icy and
{T"'}ieg are woven K-g-frames.

Proof. A simple calculation shows that {A}};cs and {I"}};cq are K-g-frames. For each
f € H we have

IAGFI = IAFIE < NIAGS = NI < Al Aaf I+ Al Aaf

hence
1-— 1—}-)\1
< A;
— e L |
Similarly, we have
1— L+
I < UD€ T ).

Now for every o C J and every f € H

RPN : :
mm{<1m> () }(ZEZ;IIAJ“II £ 3 Inre)
<STINIE + X IR

i€o 1€0€
< max , A; + I;
{(1_A2) L) (S S i
and we have the result. O

Corollary 3.3. Let {A;}ics and {T';}ie5 be woven K-g-frames and {A}}icg and {I':}ies
be sequences and 0 < My, My such that for every f € H, and every 1 € J

1Asf — ALfII < Mymin{[JA; £l [[ALFI1},
ITof = Tifl < Momin{([T £, 1T
then {A.}ies and {T';}icq are woven K-g-frames.

Proof. 1t is clear that {Al},c5 and {I'}},cy are K-g-frames. From the hypothesis it
follows that for each ¢ € J, f € H, we have

< IALF < .
VT TIAFI < IAFIF < (Mo + DAL

Ll < T Fl < (Mo + DT fII
1 IS S T < (e + )T

Now similar to the proof of the above theorem we have the result. O
Ezample 3.1. Let {A,, : n € N}, {I', : n € N}, K and H be given as in Example

2.1 and A, = A, and I, = iT',. Then {A} : n € N}, {I', : n € N} are a woven
K-g-frame. It is enough to use Example 2.1 and Theorem 3.3.
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A TOTALLY RELAXED SELF-ADAPTIVE SUBGRADIENT
EXTRAGRADIENT SCHEME FOR EQUILIBRIUM AND FIXED
POINT PROBLEMS IN A BANACH SPACE

OLAWALE KAZEEM OYEWOLE"?, HAMMED ANUOLUWAPO ABASS!2,
AND OLUWATOSIN TEMITOPE MEWOMO'

ABSTRACT. The goal of this paper is to introduce a Totally Relaxed Self adaptive
Subgradient Extragradient Method (TRSSEM) together with an Halpern iterative
method for approximating a common solution of Fixed Point Problem (FPP) and
Equilibrium Problem (EP) in 2-uniformly convex and uniformly smooth Banach
space. We prove the strong convergence of the sequence generated by our proposed
method. The proposed method does not require the computation of a projection
onto a feasible set, it instead requires a projection onto a finite intersection of sub-
level sets of convex functions. Our result generalizes, unifies and extends some
related results in the literature.

1. INTRODUCTION

Let C be a nonempty, closed and convex subset of a real Banach space E with dual
space E*. Let E be endowed with the duality pairing (-,-) of element from F and E*,
and also the corresponding norm || - ||. Let f : C' x C'— R U {+0o0} be a bifunction
such that C' C int(dom(f,-)), then for every x € C, the Equilibrium Problem (EP)
(see [3,14]), is to find a point z* € C such that

(1.1) f(z*,y) >0, forallyeC.
We denote the EP and its solution set by EP(C, f) and Sol(C, f), respectively.

Key words and phrases. Equilibrium problem, strongly pseudomonotone, strong convergence,
Banach space, quasi-¢-nonexpansive mapping, fixed point.

2020 Mathematics Subject Classification. Primary: 47TH09. Secondary: 49J35, 90C47.

DOIT 10.46793/KgIJMat2502.1810

Received: September 21, 2021.

Accepted: February 02, 2022.

181



182 0. K. OYEWOLE, H. A. ABASS, AND O. T. MEWOMO

The EP is a generalization of many important optimization problems, such as Varia-
tional Inequality Problem (VIP), Fixed Point Problem (FPP) and so on (see [6, 14]
and the references therein). In particular, if f(x,y) = (Az,y —x), where A : C' — E*,
is a nonlinear mapping, then EP(C, f) (1.1) reduces to the classical VIP introduced
by Stampacchia [47] (see also [36,38,41,52]), which is to find a point z* € C' such that

(1.2) (Az*,y —x*) >0, forallye C.

There are two important directions of research on EP: These are the existence
of solution of EP and other related problems (see [14,29] for more details) and the
development of iterative algorithms for approximating the solution of EP, its several
generalizations and related optimization problems (see [1,12,13,33,34,42-44] and the
references therein).

In 2018, Hieu [24] introduced some methods for solving strongly pseudomonotone
and Lipschitz type bifunction EPs. We note that a bifunction f satisfies the Lipschitz
type condition, if there exist positive constants ¢, co € R such that for all z,y, z € C,
the inequality

flay)+ fy.2) > fz,2) —aille —yl* = eolly — 27

holds.

In general EP, the Lipschitz type condition does not hold and when it does, finding
the constants ¢; and ¢, is always not an easy task. This does have effect on the
efficiency of the method involved. In addition, in the method of Hieu [24], there is
the need to first solve at least one strongly convex programming problem. Also, if the
bifunction and the feasible sets have complex structures, the computations could be
expensive and time consuming.

Furthermore, the problem of finding a common point in the set of solutions of
different generalizations of EP and the fixed point set of a nonlinear mapping in
Hilbert, Banach and Hadamard spaces have been considered by several authors in
literature (see [25,39,40,46,51,57]) and the references therein for further reading.

In 2013, Anh [9] introduced an extragradient algorithm for finding a common
element of the fixed point set of a nonexpansive mapping and solution set of an EP
involving pseudomonotone and Lipschitz type continuous bifunction in real Hilbert
space. The author proved a strong convergence result of the sequence generated by
his method under some standard conditions, see [8-10] for related results.

However, in Banach spaces, just like the extragradient method employed by Hieu
[24], many existing methods for approximating a common solution FPP and EP
involving a pseudomonotone bifunctions requires that a strongly convex programming
is solved (see [26,27] and the references therein).

To avoid the assumptions of Lipschitz continuity on the bifunction and solving
strongly convex progamming, Vinh and Gibali [53] introduced two gradient-type
iterative algorithms involving a one-step projection method for solving EP(C, f) (1.1)
and proved strong convergence results for both algorithms with an adaptive step-size
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rule which does not require the Lipschitz condition of the associated method. The
method proposed in [53] involves a projection onto a feasible set, and is known to
be computationally expensive, time and memory consuming if the feasible set is not
simple.

In an attempt to overcome this setback, Censor et al. [17] introduced the subgradient
extragradient method which uses a projection onto a halfspace. Also, He et al. [23]
introduced a TRSSEM for solving the VIP (1.2) in a real Hilbert space. Let C* :=
{z € H: hj(x) <0}, where h; : H — R for i = 1,2,... m, are convex functions. In
the TRSSEM, the feasible set is given as

C:=nr,C

On the other hand, for approximating a fixed point of a nonexpansive mapping 7',
Mainge [31] introdued an inertial Krasnoselskij-Mann Algorithm as follows:

{wn =, + en(xn - xnfl);

1.3
(13) Tpr1 = (1 —ap)xy + 0, Tw,, n>1,

and proved a weak convergence theorem under some mild assumptions on the sequences
{0,.} and {«a,}. The term 6,,(x, — z,-1) as given (1.3) is referred to as the inertial
extrapolation term. It is known that the introduction of the inertial term helps to speed
up the convergence rate of the algorithm. Due to its importance, lots of researchers
have adopted the use of the inertial technique in their quest for approximating the
solutions of fixed point and optimization problem (see [4,5,31] and the references
therein).

In this paper, motivated by the works of He et al. [23], Vinh and Gibali [53] and other
related results in literature, we introduce a TRSSEM for approximating a common
solution of FPP and EP in 2-uniformly convex and uniformly smooth Banach space.
We prove a strong convergence result for the sequence generated by the proposed
method under some conditions. Finally, we give some applications of our main result.
The rest of the section is organized as follows. In Section 2, we recall some important
results and definitions that will be useful in establishing our main result. In Section
3, we state our proposed method and then discuss its convergence analysis. We give
some theoretical application of our main result in Section 4 and give a concluding
remark Section 5.

2. PRELIMINARIES

We denote the weak and the strong convergence of a sequence {z,} to a point z by
r, — x and x,, — x, respectively.

Let E be a real Banach space, given a function g : £ — R.

e The function g is called Gateaux differentiable at x € E, if there exists an element
E, denoted by ¢'(z) or Vg(z) such that

t—o0 t

yEFk,
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where ¢’ or Vg(z) is called Gateaux differential or gradient of g at . We say g is
Gateaux on F if for each z € E, g is Gateaux differentiable at z.

e The function g is called weakly lower semicontinuous at x € F, if x,, — = implies
g(x) < lim_ ioglf g(x,). We say that a function ¢ is weakly lower semicontinuous on FE,
if for each x € F, g is weakly lower semicontinuous at x.

e If g is a convex function, then it is said to be differentiable at a point z € E if
the following set

(2.1) Og(x) ={f € E:g(y) —g(x) > (f,y —x), y € E}
is nonempty. Each element dg(z) is called a subgradient of g at x or the subdifferential
of g and the inequality (2.1) is said to be the subdifferential inequality of g at .
The function g is subdifferentiable at z, if g is subdifferntiable at every x € E. It is
well known that if g is Gateaux differentiable at z, then g is subdifferentiable at x and
dg(x) = {¢'(z)}, that is, dg(z) is just a singleton set. For more details on Gateaux
differentiable functions on Banach space, see [15].
Let C' be a nonempty, closed and convex subset of a real Banach space with norm
||| and let J : E — 2E" be the normalized duality mapping defined by

J(x) = {a* € B*: (x,2") = ||z||* = ||=*||* for all z € E},

where E* denotes the dual space of E and (-,-) the duality pairing between the
elements of F and E*. Alber [7], introduced a generalized projection operator Il an
analogue of the metric projection Pr : H — (' in the Hilbert space H. He defines
[l : E— C by

e(x) = ;2£{¢(y,x) for all z € E}.
In Hilbert spaces Po(x) = [lo(x).
Consider the Lyapunov functional ¢ : E x E — R defined by
$(x,y) = [|l=||* = 2(z, Jy) + |ly*, forallz,ye E.
In the real Hilbert space, we observe that ¢(z,y) = ||z — y||?. It is easy to see that
(el = ly)* < oz, y) < (]l + [lyl)*.

The functional ¢ also satisfies the following important properties:

and
(2.3) 6 (2,7 Wy + (1= \)J2)) < Az, y) + (1= No(x, 2),

for all z,y,z € E and X\ € (0,1).
Note. If F is a reflexive, strictly convex, and smooth Banach space, then for x,y € F,
¢(z,y) = 0 if and only if x = y, see [18,48].

We are also concerned with the functional V : F x E* — R defined by

(2.4) V(z,2%) = [|l2l|* — 2(z, 2") + [|2"%,
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for all z € F and z* € E*. That is, V(z,2*) = ¢ (v, J'a*) for all x € E and z* € E*.
It is well known that if E is a reflexive, strictly convex and smooth Banach space,
then

V(z,2*) < V(r,2" +y*) —2 <J_1m* -, y*> ,

for all x € F and all z*,y* € E*, see [50].

Let C be a closed and convex subset of F and T : C' — C' be a mapping, a point
x € C is called a fixed point of T if x = T'x. We denote the set of fixed points of
T by F(T). Let T : C — C be a mapping, a point p € C' is called an asymptotic
fixed point of T' (see [45]) if C' contains a sequence {z,} such that x, — p and
|2, — Tz,|| = 0 as n — oo. We denote by F(T) the set of asymptotic fixed points
of T. A mapping T : C' — C is said to be relatively nonexpansive if F'(T) = F(T)
and ¢(p,Tz) < ¢(p,x) for all x € C and p € F(T) (see [16,48]). T is said to be
¢-nonexpansive if ¢(Tx, Ty) < ¢(z,y) for all z,y € C and quasi-¢-nonexpansive if
F(T) # 0 and ¢(p, Tx) < ¢(p,z) for all x € C and p € F(T).

The class of quasi-¢-nonexpansive mappings is more general than the class of
relatively nonexpansive mapping which requires the strict condition F(T') = a (T)
(see [16,45,48]).

Let E be a real Banach space. The modulus of convexity of F is the function
dg : (0,2] — [0, 1] defined by

) 1
du(e) = inf {1 = Sllo+ gl ol = llgl = 1, llo = ol = ¢}

Recall that E is said to be uniformly convex if dg(€) > 0 for any € € (0,2]. E is said
to be strictly convex if w < 1for all z,y € F, with ||z]| = |Jy]| = 1 and = # v.
Also, E is p-uniformly convex if there exists a constant ¢, > 0 such that dg(€) > c,€”
for any € € (0, 2].

The modulus of smoothness of E is the function pg : RT — R™ defined by

1
pi(t) = sup {5 (o + tyll = llo = tyl) = L ] = iyl = 1}.

FE is said to be uniformly smooth if lim;_,q pET(t) = 0. Let 1 < ¢ < 2, then E is
g-uniformly smooth if there exists ¢, > 0 such that pg(t) < ¢,t? for t > 0. It is
known that E is p-uniformly convex if and only if E* is ¢g-uniformly smooth, where
p~t 4+ ¢!t = 1. It is also known that every g-uniformly smooth Banach space is
uniformly smooth.

It is widely known that if E is uniformly smooth, then the duality mapping J
is norm-to-norm continuous on each bounded subset of E. The following are some
important and useful properties of J, for further details, see [2,48].

Let C be a nonempty, closed and convex subset of a real Banach space E and

f:ExE —RU{+o00} be a bifunction. f is said to be
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(i) strongly monotone on C| if there exists v > 0 such that for any z,y € C
fla,y) + fy,2) < —yllz —yl*

(ii) monotone on C, if
flz,y) + f(y,z) <0, forall z,y € C,;
(iii) pseudomonotone on C| if
flz,y) > 0= f(y,z) <0, forallz,ye C;
(iv) strongly ~-pseudomonotone on C if there exists v > 0 such that for any
x,y € C

From the above, it is clear (i) = (ii) = (iii) = (iv). The converse is generally not
true (see [53]).

We now give the following useful and important lemmas that are needed in estab-
lishing our main results.

Lemma 2.1 ([35]). Let E be a 2-uniformly convex and smooth Banach space. Then
for every x,y € B
$z.y) > vllz -yl
where v > 0 is the 2-uniformly convezity constant of E.
Lemma 2.2 ([28]). Let E be a smooth and uniformly convex real Banach space and

let {x,} and {y,} be two sequences in E. If either {x,} or {y.} is bounded and
O(Tn,Yn) — 0 as n — oo, then ||z, — yn|| — 0 as n — oco.

Lemma 2.3 ([7]). Let C be a nonempty, closed and convexr subset of a reflexive,
strictly convexr and smooth Banach space X. If x € E and q € C, then

(2.5) g=1lex <= (y—q,Jx—Jq) <0, forallyeC,
and
(2.6) oy, Hex) + o(Ilex, z) < ¢d(y,z), forallye C,x € X.

Lemma 2.4 ([55]). Fiz a number s > 0. A real Banach space X is uniformly convex
if and only if there exists a continuous strictly increasing function ¢ : [0, 00) — [0, 00)

with ¥(0) = 0 such that
[tz + (1 = t)yl* < ] + @ = Ollyll* = t@ = v (llz = ),
for all z,y € X, A € [0, 1], with ||z|| < s and ||y|| < s.

Lemma 2.5 ([54]). Let {a,} be a sequence of nonnegative real numbers satisfying the
following relation

an—i—l S (1 - an)an + OOy + 'Ynu n Z 07

where
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(a) {Oén} C [07 1]7 nh_{go oy, =0 and Zzozl Oy = O0;
(b) limsupo < 0;

n—oo

(€) % =>0,n>1, and 322, v, < 00.

Then, lim a, = 0.
n—oo

Lemma 2.6 ([32]). Let {a,} be a sequence of real numbers such that there exists a
subsequence {n;} of {n} such that a,; < an,+1 for all j € N. Then, there exists a
nondecreasing subsequence {m,} C N such that m, — oo and the following properties
are satisfied by all (sufficiently large) numbers n € N: a,,, < @y, +1 and an < A, 41-
In fact, m, = max{i < k:a; < aj11}.

3. MAIN RESULT

In this section, we give a concise and precise statement of our algorithm, discuss
some of its elementary properties and its convergence analysis. The convergence
analysis is given in the next section.

Statement 3.1. Let C' be a nonempty, closed and convex subset of a 2-uniformly convex
and uniformly smooth real Banach space E with dual space E*. For i =1,2,...,m,
let h; : E — R be a family of convex, weakly lower semicontinous and Géateaux
differentiable functions. Let S : F — E be a quasi-¢-nonexpansive mapping and
f:CxC — RU{+0c0} be a strongly ~-pseudomonotone bifunction satisfying the
following assumptions.

Assumption 3.2. We require the following assumptions for our operator and the solu-
tion set:

Al. f(z,-) is convex and lower semi-continuous for every z € E;

A2. f is strongly y-pseudomonotone on C)|

A3. Sol(C, f) # 0;

Ad4. if {z,}2, C E is bounded, then the sequence {g(x,) € O(f(zn,))(xn)2 o} is
bounded.

Note. The assumption A4. is quite standard assumption and it holds for example
when f(z,-) is bounded on bounded subsets (see [11]).

Assumption 3.3. To prove a strong convergence result using Algorithm 3.4, the follow-
ing conditions are needed.
B1. The feasible set C' is defined by C' := N, C? where C" := {z € F : hi(z) < 0};
B2. lim «a,, =0 and § Q,, = 00;
n—o0 n=0
B3. 0 <liminfy, <limsup~y, <1;

n—oo
B4. ioj O(Tp, Tp_1) < 00.
n=1
B5. lim % =

n—oo “n
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Algorithm 3.4. (TRSSEM) for EP(C, f)

Step 0. Choose the sequences {6, }, {a,,} and {7,} C (0,1) satisfying Assumption
3.3, let p € (0,1) and By > 0. For u € C, select initial points 2y and z; in C. Set
n=1.

Step 1. For : = 1,2...,m, and given the current iterate w,, construct the family
of half spaces

Chi={z€ E: hj(w,) + (h(wy,),z — w,) <0}
and set
C,=n",C".
Let wy, := J Y (Jz, + 0,(Jx,1 — Jx,)). Take g(w,) € O(f(wy,))(wy,), n > 1, and
compute
(3.1) 2, = He, J 7 (Jw, — Bug(w,)),
where 3, is given by
: pllwn—zn|l ;
Prtr = {mln{ﬂm Gl o o i 9(wa) # g(z0)

(3.2) .
B, otherwise.

Step 2. If w,, = z, (w, € Sol(C, f)), then set w,, = y,, and go to Step 3. Otherwise,
compute the next iterate by

(3.3) Yn =g, J =" (Jwy — Bug(zn)),
where
Qn=A{w e E: (w— 2z, Jw, — Bng(wy,) — Jz,) < 0}.
Step 3. Compute
(3.4) L1 = J (1 = an)Ju 4+ an(1 = 70) JYn + Vud Syn).
Step 4. Set n:=n+ 1 and go to Step 1.
Lemma 3.1. If w, = z,, then w, € Sol(C, f).

Proof. Suppose w,, = z,, then by (2.5) and (3.1), we have
(Jwp = Brg(wn) — Jwn,y — 2z,) <0, y€C,

or equivalently

(3.5) (g(wp),y —wy,) >0, forallyeC.

Therefore, from (3.5) and the definition of the subdifferential f in the second argument,
we obtain

fwn,y) = f(wn,y) — f(wn,wy) = (g(wn),y — w,) = 0.
Hence, w,, € Sol(C, f). O
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Lemma 3.2 ([56]). The sequence {5,} generated by (3.2) is a motonically decreasing
sequence and

n—oo

lim 3, =0 > min{g,ﬁo}.

Remark 3.1. Note that if w, = z, and w,, = Sw, we are at a common solution of
the EP(C, f) and fixed point of the mapping S. In our convergence analysis, we will
assume implicitly that this does not occur after finitely many iterations so that our
Algorithm 3.4 generates an infinite sequence satisfying, in particular w, # z, and

w, # Sw, for all n € N.

We now prove some lemmas which are required components of the main result.
Lemma 3.3. The sequence {x,} generated by Algorithm 3.4 is bounded.
Proof. Let z* € Sol(C, f), then we have from (2.6), that

(", yn) =d(z", g, Jﬁl(‘]wn — Bng(wn)))
<¢(a", J_1<an — B19(20))) — ¢(Yn, J_I(an — Bng(wy)))
=[l2*|* = 202, Jwn = Bug(2)) = lynll® + 2(yn, Jwn — Brg(z0))
=¢(a", wn) = O(Yn, Wn) + 26n(x™ = Yn, 9(zn))
=p(x*, wn) = (D(Yn, 2n) + (20, wn)
+ 2(yn — 2n, J2n — Jwy)) + 28,(2" — yn, 9(zn))

=p(x*, wn) — G(Yns 2n) — O(2n, Wn)

(3.6) + 2(Yn — 2n, Jwy, — J21) + 26, — yn, 9(2n)).

Now, we have from (3.6) that

260 (" = Yn, 9(20)) =2Bn(T" — 20, 9(20)) + 28020 — Yn, 9(20))
(3.7) =26,(2" = 2, 9(2n)) + 2(Yn — 2n, —Bng(2n))-

Substituting (3.7) into (3.6) and using the strongly pseudomonotonicity of f, we
obtain

¢(ZU*, yn) :¢(33*, wN) - (ym Zn) ¢(Zn7 wN) + 2<yn = Zn, Jwy — JZH)
+ 2B,(2" = 2n, 9(20)) + 2(Yn — 20, —Bng(zn))
=¢(z", wn) — A(Yn, 2n) — ¢(2n, wn) + 2(Yn — 2n, Jwn — Bng(zn) — J2n)
+ 260 (2" — 20, 9(20))
<o(x*,wn) — A(Yn, 20n) — A(2n, wy)
+ 280 (Yn — 20, Jwn — Bug(zn) — J20n) + 26, f (20, T7)
<o(™, wn) — A(Yn, 2n) — G20, W)
= 2B8:76(x7, 20) + 2(yn — 20, Jwn — Bug(zn) — Jzn)
(3.8) <o, wn) — A(Yn, 20) — G(2ns Wa) + 2(Yn — 2ns Jwn — Brg(20) — Jzn).
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By the definition of @,, and Cauchy-Schwartz inequality, we have
(Yn — 2n, Jwn — Bng(zn) — J2n) =2(Yn — 2n, JWn — Bng(2n) — J2n)
+ 25n<yn — Zn, g(wn) - g(zn)>
(3.9) <2Bnllyn = znllllg(wn) — g(zn) I
Using (3.2) and Lemma 2.1 in (3.9), we get

5
6n+

uﬂn Wb Yns Zn \/¢ Zn, W)
Bn+1

<P (b z) + Dz wn)).

- Vﬁn-‘rl

<?/n — Zp, Jwy, — Bng(zn) - JZH) <2

1Yn = 2l lwn = 2]

(3.10)

Therefore, from (3.8) and (3.10), we have

(3.11) ¢<x*,yn>s¢<x*,wn>—(1— 5 )<¢<yn,zn>+¢<zn,wn>>.

Vfnt1
From (2.3) and (3.4), we
G(z", Tnia) </5 *, I anJu + (1= ) (1 = ) Jup + 0T SYn))
J HanJu+ (1= an) (1 —3) Iy + (1 — an)¥nd Syn)
2 u) + (L= an)(1 = m)o(e", yn) + (1 — an) 1 d(2", Syn)
<Cvn¢( yu) + (1= )@z, yn)
)+

<O{n¢<l’ (% (1 - an)¢(x*7 wn)
5n
= (1 22 ) @) + 0o
(3.12) San(b(x*u u) + (1 - Oén)(b(x*? wn)'

From Algorithm 3.4, we have
o(z*,wy,) =p(x*, T (Jwy + 0, (T2 — J,)))
<(L=0n)¢(x7, 20) + Onp(2”, 1),
hence
¢(x7, 2np1) < an(2®,u) + (1= an)((1 = On) (2", ) + O (2", 2 1))
< and(a”, u) + (1 = an)(d(2", ) + G(27, 1))
< max{o(z”, u), (p(z", 2n) + (2", 2n-1))}

(3.13) < max{o(z", u), (p(x*,x1) + ¢(z*,20))}, n>1.
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This implies that {¢(z*, x,,)} is bounded. Therefore, {x,} is bounded. Consequently,
{g9(yn)} is bounded and by the nonexpansiveness of the projection operator and the
mapping S, we have that {z,}, {w,}, {y,} and {Sy,} are bounded. O

The boundedness of {x,} implies that there is at least one weak limit point. The
next result provides a condition under which each of such weak limit is in the solution
set of the equilibrium problem.

Lemma 3.4. Let {z,,} be a subsequence of {x,} converging weakly to a point p € C
and suppose that the conditions |w,, — z,|| = 0 and ||w,, — x,,|| — 0 as i — oo hold
on this subsequence. Then p € Sol(C, f).

Proof. From Lemma 2.5 and the definition of subdifferential, we have
0<{(z—2zn,J 2z, — (Jw,, — Bn,g(wy,)))
=(x — zn,, J2n, — Jwy,) + (T — 2p;, Bn.g(Wy,))
=(x — zn,, J2n, — Jwy,) + (& — Wy, B, g(wWn,)) + (Wn, — 2., B, g(wn,))
(3.14) <Az — zn,, Sz, — Jwy,) + (Wn, — 2Zn;, Bn; 9(Wy,)) + f(wy,, ).
Passing limit to the inequality in (3.14), we have
f(p,x) >0, forall zeC. O

In proving the strong convergence of our Algorithm 3.4, the underlying idea relies on
certain estimate and other classical properties of the iterates which are given in the
next lemmas below.

Lemma 3.5. The sequence {x,} generated by Algorithm 3.4 satisfies the following
estimates:

(1) An1 S (1 - an)an + anbn;‘
(ii) —1 < limsupb, < 400,

n—o0

where a,, = ¢(z*, x,) and b, = 2—:¢(m*, Tp_1) + 2(Ju — Jo*, xyp — F).
Proof. Let p, = (1 — v,)JYn + Ynd SYn, then from (2.4), we have
O i) =0, T onTu+ (1= a0)Tpy)
<V(z*,anJu+ (1 — an)Jp, — an(Ju — Jx*))
— 2{—a,(Ju — Jx*), J N anJu+ (1 — an)Jpy))
<V (2", anJz* + (1 — ay,)Jpy) + 200, (Ju — Jz*, 21 — 2¥)
<a,V(z*, Jz*) + (1 — o)V (2", Ipp) + 20, (Ju — Jx*, 21 — x¥)
<and(x*, ") + (1 — an)op(z”, pn) + 20, (Ju — J2*, Ty — %)
<(1— a)P(x™, pn) + 20, (Ju — Jz*, 241 — 2¥)
<(1 = an)(1 =) o(2", yn) + Yn(1 = an) (2", Sya)
+ 20, (Ju — J*, xppq — ")
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(1 —an)o(x™, yn) + 20, (Ju — J2*, xp g — %)
(1 —a)p(x™,wy) + 200, (Ju — Ja*, 21 — x7)
(1 —a,)((1 = 0,)o(x", zp) + Ond(x™, xp—1) + 20, (Ju — J2*, 2y — z¥)

IA A

<(1— ap)p(x*, x,) + (azgzﬁ(x*,xn_l) +2(Ju — Jx*, xpqy — x*)) :

Op
This established (i). Next we proof (ii). Since {x,} is bounded, then we have

n>0 n

On
sup, < sup ( 220007 1) + 20 T2 o — 2] < .

This implies that limsup b, < oo. Next we show that limsupb, > —1. Assume the

n—oo n—oo
contrary, that is limsup b, < —1. Then there exists nyg € N such that b, < —1 for all
n—o0o

n > ng. Then for all nyg € N, we get from (i), that
anv1 <(1 — ap)ay, + apby,
<(1—ap)a, — ay,
=a, —ap(a, +1) < a, — a,.

Taking lim sup of both sides in the last inequality, we have

limsupa, < ap, — nh—>nolo Z a; = —00.

n—00 i=no

This contradicts the definition of {a,} as a nonnegative integer.
Therefore, limsup b, > —1. 0

n—oo

We now present our main theorem.

Theorem 3.5. Let C' be a nonempty, closed and convex subset of a 2-uniformly convex
and uniformly smooth real Banach space E and h; : E — R be a family of convex,
weakly lower semicontinuous and Gateauz differentiable functions, fori=1,2,... m.
Let f : E X E — RU{+oc} be a bifunction satisfying conditions Al-A4, let S :
C — C be a quasi-p-nonexpansive mapping such that T = {Sol(C, f) N F(S)} # 0.
Let {0,}, {Bn} and {a,} be sequences in (0,1) satisfying Assumption 3.3, then the
sequence {x,} generated by Algorithm 3.4 converges strongly to p = Hpu, where Tl is
the projection of C' onto T'.

Proof. Let p € T', we divide the proof into two cases.
Case I Suppose that there exists ng € N such that {¢(z*, x,,)} is monotone non-
increasing. Since {¢(z*, z,,)} is bounded, then it is convergent and

(3.15) o(z*, x,) — (™, 2p01) = 0, asn — 0.
Since p, = J7H((1 — 7,)Jyn + V1 JSy), then from Lemma 2.4, we have
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= V(2" (L =) JYn + 70 J SY)
= [l*I” = 2(2", (1 = va) Jyn + VS SY) + (1 = 1) Tyn + 10 I Sy|?
= [J2*[|? = 201 — yu) (2", Tyn) — 29m (2", TSyn) + (1 = ) lyall® + 1l Syall?
= Y1 = 7)Y (| Ty — JSynll)
O(@*, yn) + A", SYn) — V(1 — 1)U (|[Jyn — JSyn))
(3.16) < <b( s Yn) = (L =)0 (|[Jyn — JSyul])-
Therefore, from ( 3.11) and (3.16), we have
Pz, Tps1) = “HanJu+ (1= an)Jpn))
)+ (1 —an)o(z”, pn)
z™,u) + (1 — a)d(2”, yn) — (1 — ) ([ Jyn — JSynl)
)+ (1= an)o(@®, wn) — (1 = %)Y (| Jyn — JSynll)

+ 0, 0(2", 1)) — V(1 = 1) ([[ Ty — JSYall)
< oz u) + (1 — ap)d(x™, z,) + (™, xy-1)
(317> - /Vn(l - 7n)¢(||‘]yn - JSynH :

ot = 21 = ISl <o (2207 ) + 060 0)

+ (1 — )™, zn) — P, x_1).

By using «,, — 0, we obtain v, (1 — v,)¥(||Jyn — JSyn||) — 0 as n — oo. Therefore,
by condition B3 and the property of 1, we get

lim [[Jy, — JSya[| = 0.
Since J~! is norm-to-norm continuous on bounded subsets of E, we obtain
(3.18) Tim [y, — Syall = 0.

Furthermore, from (3.12), we have

Therefore, it follows from (3.4) that
¢($*7$n+1) SO./NQS(J?*, u) + (1 - an)¢(x*7pn)

<apd(z*,u) + (1 — a)p(z*, yn)
§angb(x*, u) + (1 - O‘n)¢(‘r*7 wn)

-y (1 _ b ) (6 22) + 62y 01))

Vﬂn-‘rl

153

VBnt1

) ((Yns 20) + D20, wn)).
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Cand(z, 1)+ (1 an) (1 = 0)0(a", 22) + bu6 (", 2nr))
——<1-—<mn>(1-— i )<¢myn,zn>+-¢<a%zun>>

Vﬂnﬂ

This implies that

(1—an) <1 e ) (@(Yn, 2n) + O(2n, wn)) <an | ¢(27,u) + 6n¢($*’xn_l>

Vﬁn-i—l n
( ) (ZL’ xn) - ¢($*, xn-ﬁ-l)'
By condition B2 and (3.15), we have (¢(yn, zn) + ¢(2n, wy)) — 0, as n — oo, thus

lim ¢(yn, 2,) = Jim &(zn, wy) = 0.

n—oo

Since the sequences {y,}, {z,} and {w,} are bounded, we obtain by Lemma 2.2, that
(3.19)

Tl = 2l = Jim 20 — | = 0.
From Algorithm 3.4 and condition B4, we obtain

lim O(wy, x,) = dim 0P (2, 1) =0,
and by Lemma 2.2, we get
(3.20) dim ||w, — x| = 0.
It is easy to see from (3.19) and (3.20), that

(3.21)
Observe also that
(322) &y, Pn) = Wns J (1 = V) JYn + 1) JSYn) = 0, as n — oco.

Hence, by Lemma 2.2, we obtain

T (|, — 2| = 2, — gl = 0.

Jim [lyn — pall = 0.
This and (3.21), imply

Titn 12, — pull = .
Furthermore,

| Jzni1 — Ipnll = anl|Ju — Ipu|| = an||Ju — Jpp|| — 0, asn — oc.

Since J~! is norm-to-norm continuous on bounded subsets of £, we have ||z, 1—pn|| —
0, as n — oo. Hence,

(323)  oms — 2all < [Znss — pall + [P0 — 2all > 0, asn — o0,

Now, since the sequence {z, } is bounded there exists a subsequence {z,,} of {z,} such
that z, — ¢ € E. Then, by (3.19), (3.20) and Lemma 3.4, we obtain ¢ € Sol(C, f).
Also, since ||yn — Syn|| = 0 and ||z, — y,|| — 0 as n — oo, then we have ¢ € FI(S) =
F(S). Therefore, ¢ € T.
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We now show that {x,} converges strongly to a point z* = Ilru. Let {z,,} be a
subsequence of {z,} such that z,, — ¢ and

limsup(Ju — Jz*, xp 1 — 2*) = lim (Ju — Jx*, 2,41 — 27).
n—oo 11— 00

Since ||Zp+1 — Tn|| = 0 as n — oo, we have by (2.5), that
limsup(Ju — Jx*, 2y — 2%) = lim (Ju — Jo*, 2,41 — 2¥)
n— 00 1—00

(3.24) =(Ju— Jx*,q—2") <O0.

It follows from Lemma 2.5, Lemma 3.5 (i) and (3.24), that ¢(p,x,) — as n — oo.
Therefore, by Lemma 2.2, we obtain
lim ||z, —2*|| = 0.
n—oo
Case II Suppose there exists a subsequence {x,,} of {x,} such that
P(x*, 2y, 41) > @7, 2;), forallm € N.

From Lemma 2.6, there exists a non-decreasing sequence {m,,} C N such that m,, — oo
and the following inequalities hold for all n € N:

(325) (b(x*? xmn> S (b(x*a xanrl) and ¢(p7 xn) S (b(.flf*, xmn+1)'
We note from (3.11) and (3.12), that

(@™, T, ) SO, Trnyi1) < A, (27, 1)
+ (1= am,) lﬁb(ﬂf*, Wiy, ) — <1 - V/;ﬂmn> (DY s 2mn) + A2, > Win,,))
mn+1
<, ¢(x" 1) + (1 = am,) (1 = Om, )o(2", Tm,, ) + O, d(2", T, —1)))

C—am) (1 - “@") (O 2m) + Hms )

Vﬁmn—i-l

éamn <¢($’*, U) + emn ¢($*, xmn_1)>

mn

= =) (1= ) Gl ) + )

VBmnt1
Hence,
(1= ) (1 7] Ol ) + 60,
<, <¢($*,U) + O, (:U*,xmnﬁ) + (1 = am,)o(@", 2m,) — O(2", T, )-

Since ay,, — 0 as n — o0, it follows that

(1 — B > (DY, s Zmy,) + P(Zm,, W, )) = 0, as n — oo,
Vﬁmn—i-l
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hence

Since {x, }, {Ym, } and {w,,, } are bounded, we have

nlglgo [Ymn = 2mn || = nlgf)lo |2m,, — W, || = 0.
Following similar method as in Case I, we obtain

By Lemma 3.4 and (3.26), we obtain a weak limit ¢ € E of {x,,, } such that ¢ € T.
Again, since {x,,, } is bounded, we can choose a sequence {z,,,} of {x,,, }, subse-
quencing if necessary such that z,,, — ¢ as n — oo and

. * *\ s * *
hglj;}p(Ju —Jx Ty, 1 — ") = nll_}ITOlo<Ju — Jx* T, 1 — ).

Hence, from (2.5), we have
liglﬁsolip(Ju —Jx" X1 — ) :71151210<Ju —Jx T, 11 — TF)
(3.27) <(Ju—Jz*,q— ") <O.
From (3.25), we have
0 <o(2", T, +1) — ¢(2”, Tm,,)
<(1 = am, )", i, )

O,
+ v, (a ~o(x", xm,—1) + 2(Ju — Jx*, T, 11 — m*}) — (", ).

ez

That is

Om
(3.28) o(x* ) <—=d(x", T, —1) + 2(Ju — Jx*, 2y, 41 — 7).

Mn

Hence, by condition (B5) and (3.27), we obtain ¢(z*, x,,,) — 0 as n — oo and Lemma
2.2 implies ||z,,, — 2*|| — 0 as n — oo. Consequently, ||z, — z*|] — 0 as n — oo.
Therefore, the sequence {z,} converges strongly to z* = Ilru. 0

4. APPLICATIONS

In this section, we present some theoretical applications of our main result.

4.1. Variational Inequalities Problem. Suppose we define the f in EP(C, f) (1.1),
by:
(Az,y —z), ifx,yeC,

400, otherwise,

(4.1) fz,y) = {
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where A : C' — E* is a strongly 7-pseudomonotone mapping. Then EP(C, f) (1.1)
reduces to VIP(C, A), that is to find 2* € C such that

(4.2) (Az*,y —2*) >0, forallyeC.

We denote the set of solution of (4.2) by Sol(C, A). Recall an operator A is said to
be strongly y-pseudomonotone, if there exists v > 0 such that for any z,y € C

(Az,y —x) > 0= (Ay,y — ) > 79(y, 7).

In this situation, Algorithm 3.4 when modified provides a new method for solving
variational inequality problems and fixed point problem for a quasi-¢-nonexpansive
mapping. We give the new method as follows.

Algorithm 4.1. (TRSSEM) for VIP(C, A)

Step 0. Choose the sequences {6, }, {a,,} and {v,} C (0, 1) satisfying Assumption
3.3, take 1, p € (0,1) and By > 0. For u € C, select initial points zy and x; in C. Set
n=1.

Step 1. For ¢ =1,2,...,m, and given the current iterate w,, construct the family
of half spaces

Chi={z€ E: hj(w,) + (h(wy,),z — w,) <0}

and set
C,=n",C".

Let w, := J Y(Jz, + 0,(Jx,_1 — Jx,)). Compute
(4.3) 2y = He, J 7 (Jw, — BuAw,),
where 3, is given by

: pllwn—znl| :
(4.4) By =40 {5”’ Tg(wn)—g(zn)]] } i g(wn) # g(zn),

B, otherwise.

Step 2. If w, = z, (w, € Sol(C, A)), then set w,, = y,, and go to Step 3. Otherwise,
compute the next iterate by

(4.5) yn = Ug, J ' (Jw, — BAz,),
where
Qn={w € E: (w — 25, Jw, — BpAw, — Jz,) < 0}
Step 3. Compute
(4.6) Tri1 = J (1 = an)Ju+ an(1 — 7)) JYn + Vud Syn).

Step 4. Set n:=n + 1 and go to Step 1.
A convergence result for solving VIP(C,A) (4.2) is given below without proof.
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Theorem 4.2. Let C be a nonempty, closed and convex subset of a 2-uniformly
conver and uniformly smooth real Banach space E and h; : E — R be a family
of convex, weakly lower semicontinuous and Gateauz differentiable functions, for
1=1,2,...,m. Let A: C — E* be a strongly v-pseudomonotone operator that is
bounded on bounded sets, let S : E — E be a quasi-p-nonexpansive mapping such that
I'={Sol(C,A)NF(S)} #0. Let {0,,}, {Bn} and {a,} be sequences in (0,1) satisfying
Assumption 3.3, then the sequence {z,} generated by Algorithm 4.1 converges strongly
to p = Ilpu, where Il is the projection of C' onto T'.

4.2. Fixed Point Problem (FPP). Given a closed set C' C E, a fixed point of a
mapping 7' : C' — C'is any point x* € C such that z* = Tz*. Finding a fixed point
amounts to solving EP(C, f) with

flz,y) =(x —Tz,y—z), forallyeC.

In this case, we define the operator T'= I — A, where [ is the identity mapping on C
and A is the operator defined in Subsection 4.1. The method and result given in 4.1,
thus apply.

5. CONCLUSION

We considered an iterative approximation of a common solution of EP and FPP. We
introduced a totally relaxed self adaptive inertial subgradient extragradient method,
Mann and Halpern iterative technique for solving this problem in 2-uniformly convex
Banach space, which is also uniformly smooth. Our method uses a carefully selected
adaptive stepsize which does not depend on any Lipschitz-type condition neither does
it require the knowledge of the Lipschitz constant of the gradient of pseudomonotone
operator.
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CONSTRUCTING SYMMETRIC EQUALITY ALGEBRAS

RAJAB ALI BORZOOEI', MONA AALY KOLOGANI?, MOHAMMAD ALI HASHEMI?,
AND ELAHE MOHAMMADZADEH?

ABSTRACT. In this paper, we introduce the notion of strong fuzzy filter on hyper
equality algebras and investigate some equivalence definitions of it. Then by using
this notion we constructed a symmetric equality algebra and define a special form of
classes. By using these, we define the concept of a fuzzy hyper congruence relation
on hyper equality algebra and we prove that the quotient is made by it is an equality
algebra. Also, by using a fuzzy equivalence relation on hyper equality, we introduce
a fuzzy hyper congruence relation and prove that this fuzzy hyper congruence is
regular and finally we prove that the quotient structure that is made by it is a
symmetric hyper equality algebra.

1. INTRODUCTION

The motivation for introducing equality algebras came from EQ-algebras which are
defined by Novak in [18]. In EQ-algebras, compared to equality algebras, there is
an additional operation ®, called product, which is very loosely related to the other
operations. Therefore, there might not exist deep algebraic characterizations of EQ-
algebras, and intention was to define a structure similar to EQ-algebras but without
the product. This new logical algebra, the equality algebra, has two connectives, a
meet operation and an equivalence, and a constant. Equality algebra is introduced by
Jeni [9], and since then many mathematicians have studied this algebraic structure
and it in various fields. For instance, Novak et al. in [18] introduced a closure operator
in the equality algebra class, and investigated that under what condition an equality
algebra is a BCK-algebra. Zebardast et al. in [23] investigated the relation among

Key words and phrases. (Hyper) Equality algebra, symmetric equality algebra, strong fuzzy filter,
congruence relation.
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equality algebras and other logical algebra for instance, hoop, residuated lattice
and etc. Also, Zebardast et al. in [23] studied commutative equality algebras and
considered characterizations of commutative equality algebras. For more study we
suggest [5,7,8,16,22,23].

The hyper structure theory (called also multialgebra) was introduced in 1934 by F.
Marty [14] at the 8th congress of Scandinavian Mathematicians. Nowadays, hyper-
structures have a lot of applications in several domains of mathematics and computer
science. In [15] Mittas et al. applied the hyperstructures to lattices and introduced
the concepts of hyperlattice and superlattice. Many authors studied different aspects
of semihypergroups, Borzooei et al. exerted hyper structuers to logical algebras and
introduced some hyper logical algebras (see [1-4]). Hyper equality algebras are intro-
duced and studied in [6,12,19] and authors provided many basic properties of this
class of hyper algebras. Fuzzy type theory was developed by Novak in [17] as a fuzzy
counterpart of the classical higher-order logic. Filters have momentous role in the
perusing logical deductive systems and logical algebraic systems. The notion of filters
on equality algebras is introduced by Jeni in [10]. Then some different kinds of filters
on equality algebras are defined and studied, see [5,22], for more details. Also, Zadeh
[21], the idea of the fuzzy sets have been used to other algebraic structures by many
mathematicians that we refer to [11,13]. Fuzzy filters on equality algebras are defined
recently in [20], where they have defined fuzzy congruences on equality algebras and
have showed that there is one-to-one correspondence between fuzzy filters and fuzzy
congruences.

In Section 2, we give some notions and statements of hyper equality algebras from [6]
and we recall some facts about fuzzy set theories. In Section 3, we defined the notion
of strong fuzzy filters on hyper equality algebras and investigate some properties of
strong fuzzy filters on these algebras. Section 4, we introduce the concept of fuzzy
hyper congruence on hyper equality algebras and we give a relation between strong
fuzzy filters and fuzzy hyper congruence on hyper equality algebras.

2. PRELIMINARIES

In this section, we present some of the main definitions and results of equality
algebras used in this paper.

Let O # £. Then a fuzzy subset of £ is ¢ : £ — [0, 1], where for t € [0, 1], the
set ¢ = {r € £ | <(r) = t} is said to be a level subset of ¢. We say ¢ satisfies the
sup-property if for every () # 8 C £ there exists i € 8, where ¢(i) = sup,es <(¢). The
set of all fuzzy subsets of £, is shown by F8(L). A function ¢ : £ x £ — [0, 1] is said
to be a fuzzy relation on £. Also, p on £ is said to be a fuzzy equivalence relation
if for every r,n € £L:

(1) (2, ¥) = Vipyeowco(n, 3) (fuzzy reflexive);
(i) oz, v) = o(y.1) (fuzzy symmetric);
(it)) o(r,1) = Vyes(olr.3) 7 o(3.)) (fuzzy transitive).
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An equality algebra & = (€, A, 1) is an algebra of type (2,2,0) such that, for all
L, 10,3 € &, the following axioms are fulfilled:

(E1) (€,A,1) is a A-semilattice with top element 1;

@%rwn—owg

(E3)rvr=1;

@@xml—&
(E5) r Xy R impliesp g prjandy g po;

(€®r~an<(xAﬁ (hA3);

ETNrn (1 j3) - (hei)

From now, (€, A, 1) or € is an equality algebra.

Now, define two operations ~ (implication) and < (equivalence operation) on &
byt =to (£An) and g S 0=t ) Ay~ g) (see [9)).

Let £ be a non-empty set. A function o : £ x L — P(L)* = P(£)\ {0} is a hyper
operation on L.

A hyper equality algebra £ = (L;, A, 1) is a non-empty set £ endowed with a
binary operation A, a hyper operation «~ and a top element 1 where for each ¢, 1,3 € £:

(HETL) (L, A, 1) is a meet-semilattice with top element 1;

(HE2) vy Ky oy

(He3) Ler

@@®x€1wp

(HED) <jimpliesrwj<Kyprjzandr-j3 <L,
CH€®1~AU<<(xA3) (hA3);

(HENr <K (tw3)~(he3), wherer X piff t Ay =rand § << R is defined

by, for all ¢ € 8, there is y € R such that ¢ < 9.
Notation. Throughout of this paper, we suppose £ = (L;«, A, 1) or £ is a hyper
equality algebra, unless otherwise stated (see [6]).

Define two operations, the implication and the equivalence on (£, A, 1) [6], such
that for any 1,y € £, we have

rp=r-(tAy) and rSH=QC~9A(Hr).
Proposition 2.1 ([6]). For allx,v,3 € £, the next results are equivalent:
(HEB) r Xy X3 impliest 3Ky rjandp ~j <KL,
(HEBa) r (xAYAG) K (EAD);
(HEB) r ~ (WA K.
Proposition 2.2 ([6]). For all t,n,3 € £ and §, R, T C L, we have:
(P1) r = n and v X ¢ imply x =y,
(P2)lernyr lernl, prwl, te€lnrandl er Sy
P rop<rnypandr -y <Ky
(P4) ¢ —< t) zmplzes lerny;
(P5) X3 implies g ~r <Kz onandj ~r <Ky~ p;
(P6) zc<<<t)m; and 8§ KK R~ §;
(PT) x =<y implies nr<Kinygandy i <Ky,
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) 8 K R impliesT A8 KT ARandRNT KENT;
yr= Uzmplzesx<<<ljmx,

) )< (r v y) vy

Jr <K () (F )

Jr (WAs) K (X Ag) .

Consider ) # G C £ such that, for all z,p € £, ifr € Gand ¢ < vy, then y € G.
Thus, for all z,n € G, G is called a

(WF) weak filter of Lifr € Gand v~y C G imply y € G;

(F) filter of L if r € Gand § <« ¢ v~y imply y € G;

(SF) strong filter of L ifr € Gand (r -~ 9) NG # 0 imply y € G.
Clearly, if G is one of the above stated cases, then 1 € G. Also, any strong filter of £
is a (weak) filter but the converse is not true (see [6, Remark 1, Examples 10, 11]). £
is a symmetric if ¢ «~ ) = 1y v~ r, where = denotes the equality between subsets of L.
L is separated if for every r,n € £, 1 € t «~ p, then r = 1. £ is good if for each ¢ € £,
£= 1o (see [6). )

Assume 0 is an equivalence relation on £. For any 8, R C £, 8§R means, for any
i € 8, there exists h € R such that i6h and for any h € R there exists i € § such
that i0h, and SOR means, for any i € § and any h € R, ifh. Moreover, 6 is called a
congruence relation on £ if, for all ¢, 9, u,0 € £, rfy and ufo imply (r ~u) 0 (y «~ v)
and (rAu) 0 (nAv). Also, 0 is called a strong congruence relation if for all ¢, p,u,0 € £,
9y and ufv imply (r~u) 0 (n ~v) and (r Au) 6 (A v) (see [6, Definition 11]).

3. STRONG Fuzzy FILTERS OF HYPER EQUALITY ALGEBRAS

In this section, we define the notion of strong fuzzy filter on hyper equality algebras
and we characterize it. By using this notion we define a congruence relation on
hyper equality algebra and prove that the quotient that is made by this is an equality
algebra.

Definition 3.1. Let ¥ € ?S(L) Then ¥ is a strong fuzzy filter of £ if for all x,n € £
(FF1) 9(x) A (supieey¥(1)) Z 9(1);
(FF2) if r X, then ¥(x) X J(n).

Note. For any §,R C L, the above relations are equivalent with the following

statements:

(FFL') (supies V(i) A (supyes.o?(0)) < supper V(h);
(FF2') If § << R, then supcg U(i) X supyeq 9(h).

Ezxample 3.1. (i) Assume £ = [0, 1]. For each ¢,y € £, we define the operations -~ and
Aon L by rAy=min{r,n} and r -9y ={0,1—|r —y|}. Then £ = (L;~ A, 1) is a
hyper equality algebra. Define ¥ : £ — [0,1] by ¥(1) = 8 and for any r < 1, J(r) = «
where 0 < a < § < 1. Then ¥ is a strong fuzzy filter of L.

(27) If £ ={0,i,1} such that 0 < i <1, then, for any r,y € £, define
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“~| 0 i 1
_ . 0| {1} {0,i} {0,i}
A = min{r, and . . ! AL
£Ay = mineo} 09 (1) W
11{o,i} {o,i} {1}
Then £ = (£;, A, 1) is a hyper equality algebra. Suppose J : £ — [0, 1] is defined
by 9(1) = 8 and 9(0) = J(i) = a, where 0 < a < < 1. Then ¥ is a strong fuzzy
filter of L.

Theorem 3.1. Consider 9 € F8(L). Then ¥ is a strong fuzzy filter of L which
satisfies the sup-property if and only if for all t € [0,1], Oy # 0 is a strong filter of L.

Proof. Suppose 9 is a strong fuzzy filter of £ and t € [0, 1] such that ¥ # 0. Then
r € ¥ Assume n € L such that r < p. Since ¢ is strong, by (FF2) we have
t < 9(xr) X J(y) and so y € J. Now, suppose for any y € L, (x «~ v) N # (. Thus,
there is 3 € (r «~ ) N Y where 9(3) > t. By (FF1), since 9(3) X sup,¢,.,0(3), we have

£ 9(@) AY() Z0(@E) A (Sup,eey?(3)) < 0():

Hence, y € 9. Therefore, ¥, is a strong filter of L.

Conversely, suppose ¢ € L. Clearly, r € Uy and so gy # 0. If for y € £,
r Xy, from Yy is strong, then y € dyq). Thus, J(r) X J(y) and so (FF2) holds.
Consider t;,t; € [0,1] and r,n € £ such that J(x) = t; and t; = sup;,.,¥(i). Suppose
s = min{t;, t,}. Since £ satisfies the sup-property, there exists 3 € ¢ «~ t such that
Y(3) = t2 and so s X 9¥(3). Thus, 3 € (r ~ n) NJ,. Since r € Jg, (x ~9) N Vs # 0 and
¥Js is a strong filter of £, we get 1y € 9. Hence,

I(@) A (supie (1)) = 9(x) A9(3) = min{ts, o} = s < 9(y).
Therefore, ¥ is a strong fuzzy filter of £. 0J

Ezample 3.2. Consider Example 3.1 (i) and let « = 0.3 and 8 = 0.7. Then ¥ is a
strong fuzzy filter of £ and 9, = {0,i,1} and ¥3 = {1}. Obviously, ¥s and 9, are
strong filters of L.

Theorem 3.2. Assume 9 € F&(L). Then, for each t,n € L and §, R, T C L, the
following statements are equivalent:
(i) 9 is a strong fuzzy filter of L;

(i) 9(x) < 9(1) and 9(x) A (Supyepy?(3)) X 9(n);
(iii) if S <K R~ T, then for allx € S, there exists y € R and 3 € T such that

I(E) AI() 20(G),  (supies V(i) A (supgen 9(H)) 2 supeey 9(o).

Proof. (i)=-(ii) By (FF2) for any ¢ € £ since ¢ < 1, we have 9(r) < 9J(1) and for any
redSandypeR

I(@) A (sUDye000(3)) = D(1) A (SUDyer iy P(3)) X D(x A D) L 0(1).
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(ii)=(i) Suppose r,y € £ such that ¢ < . Then by Proposition 2.2 (P4), 1 € r ~v 1.
Since, for any r € £, J(r) X J(1), we have sup,c,,9(3) = ¥(1). Then by (ii) we have

9(x) = 9(@) A1) = 0(x) A (sup,e,,9(3)) Z V(b).
By (ii) and Proposition 2.2 (P3), for any ¢,y € £, we have

9(E) A (3upyeey?(3)) X 9(1) A (Supyeyy(3)) < ().

Hence, ¥ is a strong fuzzy filter of £.

(ii)=-(iii) Consider 8 <& R ~ T. Then, for any r € 8, there exists v € R ~ T such
that ¢ < v. Since v € R ~ T, there are n € R and 3 € T such that v € y ~ 3 and
SO r K 1y 3 From p <y ~ 3, there exists v € ) ~ 3 such that ¢ < to. Then
?(r) X ¥(tv), and so ¥(x) X Supye,~,U(t0). Hence,

I(E) AD(9) Z (SUDpey-,?(0)) A 9(y) < 0(3).
Moreover,

SUDjes 19(1) < Supmenmg ﬁ(m) = SUPyeRrAT 19(0)
Then, by (FF1’) and (FF2'), we get

(31)  (Supies V(i) A (suppeg ¥(h)) X (SuPpey, (1)) A (supyeq 9(h))
= (Supyeg~g ¥(0)) A (SupheR 19(5))
(Supneazm RAT) 19(0)) A (Suphefk ﬁ(h))
=< (SupuefR/\‘I Iu ) = sup,cq U(0).

(iii)=-(ii) Since for any ¢ € £, r < 1 by Proposition 2.2 (P9), r << 1 «~ r. Then
by Proposition 2.2 (P3), t <K 1 «~ ¢t << ¢ ~ 1. Now, by (iii) for all t € £,
I(r) = 9(x) A9 () X 9(1). Also, since, for any r,9 € £, ¢ ~ h & ¢ ~ b, by (iii)
(indeed by (3.1)), we have (SUP;,emn 19(5)) AI(x) X 9(n). O

Ezample 3.3. Consider Example 3.1 (i) and let « = 0.3 and 8 = 0.7. Then ¥ is a
strong fuzzy filter of £. Clearly, Theorem 3.2 holds. For instance, 9(0) = 9(i) < 9(1)
and

U(0) A (Sup;,eomﬁ(é)) =9(0) A (SUpgeom(oxi):mo:{l}19(3)) = 9(0) AJ(1) X I(0).

Assume ¥ € F§(L). For any 8§ C £, we define a map @® : £ — [0,1] by @®(x) =
SUp, s, U(3), forany r € £. In partlcular, @"(xr) = sup,ey., ¥(3) and for any 8, R C £,
@w®(R) = supgex @°(r) = sup,cs.q ¥(3). I forall € £, w'(3) X @"(3), then we denote
it by @ < @".

Proposition 3.1. Suppose 9 is a strong fuzzy filter of L. If forx,n € L, @t = @,
then 9(r) = 9(v).
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Proof. Let @' = @, for r,y € £. Then by Proposition 3.2 (i), sup,c,..,¥(3) = @(n) =
9(1). From 9 is strong, ¥(x),9(y) < 9(1) and 9(x) A (Supery?(3)) X ¥(y). Thus,
I(r) = J(x) AI(1) X J(y). Similarly, J(y) < J(r). Hence, J(r) = J(p). O

Ezample 3.4. Let L = {0,1,h,1} be a set. Define the operation A and «~ on £ as
follows:

- | 0 i h 1 A0 ih 1
0 ay {1y {1} {o,i} 00 0 00
il {1 {1} {1} iy, ijlo io0 i
bl{p, 1} {i,1} {1} {b,1} b0 0 b b
1) {o.ip  {i}  {p}t {1} 1|0 i b1

Define ¥ on £ by 9(0) = J(«a) = J(h) = o and J(1) = 8, where 0 < a < § < 1.
Clearly, @' = @°, then 9(i) = 9(0). But the converse may not be true, since
J(i) = J(h) but

a=9(i) =w'(1) # @"(1) = sup{I(h), (1)} = I(1) = 8.

Proposition 3.2. Consider v is a strong fuzzy filter of L. Then for all t,n,u,0 € £
and 8, R C L, we have:
i) w w" if and only if w*(y) = ¥(1);
ii) ws = w@® if and only if @ (R) = I(1);
(iii) of w* =¥, then ¥(xr) = I(1);
(iv) ifx X'y, then J(r) X @"(r);
v) if wt = w" and w* = w" then w"™ = @™, " = @ and w'V = @"°;
(Vi) if pru=uwy andt)mnznmlj, then w*™ = @,

Proof. (i) Suppose @' = w". Then for all 3 € £, @w*(3) = @"(3). Consider y = 3. Then
@' (y) = @"(Y) = sup,e,y V(3). By (HE3), 1 € vy «~ p and so sup,¢,, ¥(3) = J(1).
Hence, w!(y) = J(1).

Conversely, assume that for each r,y € £, @w'(n) = J(1). By (HE2) and (HET),
forall ,n,3 € L, p vy K (r3) () vj) (O3 @~ 3) Then
for any i € ¢ « v, there exists h € (h « 3) «~ (r ~ 3) such that i < h. Since
¥ is a strong fuzzy filter of £, by (FF2), for any i € ¢ «~ 9, J(i) < 9J(h) and so
@' (1) = SuPigy V(i) X I(h) R SUPye(yng)n(y) V(h). Then

@(3) A () = @) A (SuPiey (1)) Z (SUDueyy V() A (5UPge(ygyairsy) P(H))
= SUDyeqry ¥(0) = w@'(3).
Since for all ¢,y € £, @w®(y) = ¥(1), by above relation, we have
@ (3) = @' (3) AO(1) = @ (3) A @ (n) X @ (3).
This shows that @"” < w'. By the similar way, we have w* < w". Hence, w* = w".

(ii) Similar to (i).

(iii) Suppose w* = ¥. Then for any y € £, w'(y) = sup2EMJ ¥(3) = 9(y). Let r =1.
Since by (HE3), 1 € r v, we get ¥(r) = @'(x) = sup,e, V(3) = I(1).
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(iv) Assume r,n € £ where ¢ < y. By Proposition 2.2 (P9), r << y «~ . Then there
is i € § v~ ¢ such that ¢ < i. Since ¥ is strong, by (FF2) we have

I(r) X 9(1) = SUDjcyr 9(1) = @ (x).
(v) If @* = @" and w" = @®, then by (i), w*(y) = J¥(1) = @"(v). By (HET),
oKL () (pou), K (Uwp) (o).

Thus, for any i € ¢ «~ v, there exists h € (r «~ u) «~ (y v u) such that i < . From ¢ is
strong, by (FF2) we have ¥(i) < J(h) and so

19(1> = W;(U) = SUDjgpo 19(1) < ﬁ(b) < SUDPpe (ru)~(hou) ﬂ(h)
Hence, @w*™*(y v~ u) = ¥(1). Now, by (i), we have @w*™* = w"*. Similarly, w
@ ™. Moreover, by (HE6),r << (rAu) -~ (pAu)andu o <K (UAY) «~ (b AY).
Then for any i € ¢ v~y there is h € (rAu) « (y Au) such that i < h. Since ¥ is strong,
by (FF2), we have J(i) < 9(h) and so

J(1) = @'(9) = supig,yy V(i) X 9(h) R SUPye (ru)yrn) V(H)-

Hence, @*"(h A u) = 9(1). Now, by (i), we have " = ",
(vi) Similar to (v). O

uny

Corollary 3.1. Let L = (L;, A, 1) be symmetric and 9 be a strong Juzzy filter of L.
If for all x,n,u,0 € £, @' = @w” and w* = @°, then w*™ = @’ and @' = @w"°.

Note. Consider ¥ is a strong fuzzy filter of £ and
L/w={z” |8 C L}

For any w®, @™ € £ /w, we consider the operations = and A on £/w as follow:

J . SAR

where § «» R = Uicsperi ~hand SAR = {iAb | i€ 8,h e R}. Also, we consider

w! = w*. Now, we prove that these operations are well-defined. Assume @®, @w®, @w” €

L/w such that w® = @® Then by Proposition 3.2 (i), @®(R) = 9¥(1), and so
SUP,esx V(a) = J(1). At first we prove w=w” = w*=w’. For this, by Proposition
3.2 (ii), we show @7 (R «~ T) = w(1). By definition, for any o € § «~ R, there
exists i € § and h € R such that a € i «~ h. By (HET), for any o € T, we get
inh< (ivo) e (hwo) So, for any a € i b, there exists § € (i 0) v (h o)
such that o < . Since 9 is strong, we have J(a) < J(f3), and so sup,es.x V() X 9(B).
Then

wsmg(fR ~T) = SUD; e (8T)(RAT) J(3) = V(B) = supyesx V(o) = 9(1).

Hence, @w® 7(R «~ T) = 9J(1). By Proposition 3.2 (ii), @®>w’ = o*=w’.

Now, we prove that w’Aw? = w®Aw”. For this, by Proposition 3.2 (ii), we show
@ (RAT) = w(l). By definition, for any a € 8§ «~» R, there exists i € § and h € R
such that « € i «~ . By (HEG), for any 0 € T, we have i ~» h << (iA0) « (h A o).

and @AT® =w
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So for any « € i « b, there exists f € (1A 0) «~ (h A 0) such that o < 5. Since ¥ is
strong, we obtain J(a) < J(5), and so sup,cs..x V() < 9(F). Then

@ (RAT) = Supye(srmymanm) V(3) = 9(B) = supgesq () = 9(1).

Hence, @*7(R A T) = 9(1). By Proposition 3.2 (ii), @*Aw” = @*Aw”’. Therefore,
these operations are well-defined.

Now, suppose 8, R C £. Then the relation <, on £ /@ by @® <, @™ if and only if
for any T C £, @w®(T) X @®(7), is an order on £/w. By routine calculation, it is easy
to see that @® < w™® if and only if w3Aw™ = w® if and only if @® = @®* if and only
if @%(8 AR) =¥(1) (by Proposition 3.2 (ii)) if and only if supycs_(szy ¥(h) = 9(1) if
and only if supycsx ¥(h) = 9(1).

Theorem 3.3. Let £ i<L; w, A, 1) be symmetric and 9 be a strong fuzzy filter of L.
Then L£/w = (L /w; =, A, @) is a symmetric equality algebra.

Proof. We prove that = and A are well-defined. Clearly, (£/w, <) is a poset. Now,
we show that £/w = (£ /w; =, A, w?) is an equality algebra.

We have to prove that for any 8 C £, w® %, w*®. For this, suppose R C £. Then
@w*(R) = sup,ecoq 9(3). Since L v R = Ugeg perd v b and R C £, we get

1€bmheUg€L’h€Rgmh:LmR.

Then w@*(R) = 9¥(1). Moreover, since for any 3 € § «~ R, 9(3) < 9(1), we obtain
@w®(R) = sup,es.x ¥(3) X 9(1) = w*(R). Hence for any R C £, w®(R) X w*(R), and
so w® X wr.

(€2) Since £ is symmetric, for all x,n € L, r v~y =1« ¢. Consider §, R C L. Then

SR = UieS,he:Ri - h - Uheﬂ%,iesh wi=ReS.

Then w¥=w® = 3R = S = =S,

(€3) Assume 8 C L. Then for any i € 8§ we have

161mi€(iv‘i)mi€UgeLi,hES(.

Then w*5(L) = SUDie(sg)-¢c V(i) = ¥(1). Hence, by Proposition 3.2 (ii), w8 = wt.
Therefore, w¥>w® = w*.

(€4) Similar to (€3), suppose 8 C L. Then for any i € § we have
lelwice (imi)wiEUgeL wes(gmi)mb:(LV‘S)WS.

Then @w*3(8) = supic(g..s)..s V(i) = ¥(1). Hence, by Proposition 3.2 (i), @*"® = @°.

Therefore, w*>w® = w®.

(€5) Let 8, R, T C £ such that @w® <, @® X w”’. Then

o8 = DSA® = B, T — R AT — ot
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Suppose r € 8§ «~ R. Then there exist i € § and hh € R where ¢ € i «~ . By Proposition
2.2 (P3),1iv h <« i b, then there exists § € i ~ b such that ¢ < py. Since

imbeUieSheRimh:SmiR,

we get for any r € § «~ R, there exists n € 8§ ~ R such that ¢ < vy. Hence,
§ R & 8§ ~ R. By using this method, Proposition 3.2 (iv) and Proposition 2.2
(P12), we can prove that

TABAR) < (TAR) AR=(TAR) ~ (SARAT).

Then
25T — ST = R T — o (ARAT _ T (SAR)
& TR o S(TARAS _ (TAR)A(SARAT)
— TR (SARAT) _ R 8 RS _ _8oR
Hence, w¥>w” < wd=w®. Again, since w®* = w®, similar to the above proof, by

Propositions 3.2 (iv), 2.2 (P3) and 2.1 (HE5b), we have

ST S T (SR T (SARAT _ _T(RAS)
TA(RAS TAR
Koy @) T
— o TORR) _ T (RAT) _ T R ReT
Hence, w¥>w’ <, wlt=w?.

(€6) For all §, R, T C L, we have § » R < (8AT) v (RAT). Becauseifr € § «~ R,
then there exist i € § and h € R such that ¢t € i «~ h. Thus for any 0 € T, by
(HEG6), y € (ino0) «~ (hAo)such that r < y. Hence for any r € § -~ R, there exists
e (SAT) A~ (RAT) such that r < . Then, for any 8§, R, T C L, we have

SR — SR < AT ARAT) . SAT — RAT _ (wsfwTr) = (wﬂsz:r) '
(E7) Similar to the proof of (€6), for any 8, R, T C L, by (HET),
S RK(§AT) A~ (RAT).
Then
Peo® = SR < o TDARAT) . _(8T) = S (RAT) (wsﬁwa) = (wﬂa?w‘I) ‘
Therefore, £/w is an equality algebra. 0

In Theorem 3.3, the condition symmetric is essential, because we need it for (€5)
and in the absence of this assumption the axiom (£5) does not hold.

Ezxample 3.5. Let £ = {0,0,i,h,1} be a set with the following operations:
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~1 0 0 i b1 Al0 o i 1
0[{i} {0} {0} {0}y {0f 0]/0 00 0 0
o|{0} {0,1} {0,p} {0,i} {o} 0/0 o 0o 0 o
i| {0} {o,p} {i,1} {0,0} {i}> 1|0 o i o i’
h {0} {0,i} {0,0} {1} {b} H|0 o o b b

{or  {or {i} {p} {1} 1[0 o i b 1

Define ¥ on £ by 9(0) = ¥(0) X 9(i),J(h) < J(1). By routine calculation, we have
L/w={x’ @° o', @" w'} which is a symmetric equality algebra.

Theorem 3.4. Let L = (L;~, A1) be symmetric such that for any r,v,35 € £,
ey wn3z=(qxw3) (3 and 9 be a strong fuzzy filter of L. Then there
exists a strong fuzzy filter € on L/w such that € o™ = 9, where 7 is the canonical
epimorphism.

Proof. Define € : £/w — [0,1], for any 8 C £, by €(w®) = sup,c, @w®(3). First we
prove that e is well defined. Assume 8§, R C £ such that @® = w®. Then for any
5€ L, @8(3) = @(5). Thus,

e(w®) = supye @°(5) = supse; @ (3) = e(@™).

Since for any i € £, 1 € i « i, we have @*(i) = sup,ec.i ¥(3) = 9¥(1). Suppose 8 C L.
Then

(3.2) E(WL) = SUPicg " (i) = supie; SUP;epi U(3) = supie, ¥(1) = 9(1)

(3.3) = SUpyeg SUPpesy V(h) = supyee @°(y) = e(=°).

Since for any r,9,53 € £, (t «~“ 9) v« 3 = (r «~ 3) v~ (h « 3), obviously, for any
8§, R, T C L, we have (§ ~ R) « T = (8§ « T) «~ (R~ T). Moreover, from 9 is a
strong fuzzy filter of £, by (F'F1") we have

e(@™) = supye, @ (0) = sUPyes (SUPheﬂzwn )
= SUPyeg ((SupteSmn (Suphe(smf‘ Je““)19<b)>)
= SUPyeg, ((suptegwn (suphe seR)0¥ )))

&= SUDyes (ws(n) A wsmm<u))
= (supt,eL w3(0)> A (Supv€L wsmm(b)) = ¢(®) A e(w
= e(@") A e(@w"=w™).

Hence, for any 8, R C £,

(3.4) (@) = e(w’) A e(w'mw).

Thus, by (3.2), (3.4) and Theorem 3.2, we have € is a strong fuzzy filter of £/w.
Consider 8 C £. Define 9(8) = sup,cg ¥(3). Since £ is symmetric, by Proposition 2.2
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(P6), we get

o m(8) =e(w®) = sup,p ©(3) = Supcc SUPycs.y V)
=SUP,cp SUDPye,ns V(D) & supies V(i) = 9(8). O

4. Fuzzy HYPER CONGRUENCE RELATION

In this section, we introduce the notion of a fuzzy regular relation on hyper equality
algebras and then we give some results related to quotient hyper equality algebras.

Definition 4.1. Let € be an equivalence relation on £. Then €2 is called a regular
relation on £, if (r v~ )1 and (y « r)Q1 imply Q.

Ezxample 4.1. According to Example 3.1 (i7), define

Q= {(O’ 0)7 (i7 i)v (i7 0)7 (Ov i)? (17 1>}

Then € is a regular relation on L.

Definition 4.2. Consider p is a fuzzy equivalence relation on £. Then we say o is a
fuzzy hyper congruence relation on £ if for all r,1,3 € £

ox:0) 2V ot 503 and ofry) 2V ok Az 9A3),

3el
where
(4'1) Q(? IR 3) = SUDPigr,hen—; Q(ia b)

The fuzzy hyper congruence relation o on £ is called a fuzzy regular relation on £, if
for any r,n € £

(4.2) o(x,n) = min {\/ ot ~ v,1),\/ o(n ~ 1, 1)}

Proposition 4.1. Assume g is a fuzzy reqular relation on L. Then for any t € [0,1],
ot # 0 is a reqular relation on L.

Proof. First, we prove that for any t € [0, 1], o, is an equivalence relation on £. Since
0¢ is a non-empty set, there exist 1,3 € £ such that o(y,3) = t. Then for all r € £

08) = V| eenc0®:3) = o(n,3) = t

Hence, g is a fuzzy reflexive on £. Let royy. Then o(x,n) = t. From p is regular, we
have o(n,x) = o(x,n) = t, and so por. Hence, g is symmetric. Now, suppose roy and
noi. Then o(x,n) = t and p(n,3) = t. Since g is a fuzzy regular relation on £, we
have

o(r,3) =V, (e(t.0) A o(9.3) = ox,9) Aoy, 3) = t

Hence, o(r,3) = t and so ro3. Thus, g is transitive. Therefore, g is an equivalence
relation on L.
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Now, we prove that g is regular. For this, suppose r,n € £ where (r «~ y)o1 and
(h «~ r)oil. Then there exists i € ¢ «» y and h € y « ¢ such that igl and hol,
respectively. Thus, o(i,1) = t and o(h, 1) >= t. Hence,

o(r,9) = min {\/ o(x = ,1),\/ oy ~ £, 1)} &= min {o(i, 1), o(h, 1)} = t

Therefore, g is a regular relation on £. U

Proposition 4.2. Consider o is a fuzzy relation on £ which satisfies the sup-property.
If for each t € [0,1], o¢ # 0 is a regular relation on L, then o is a fuzzy reqular relation
on L.

Proof. Suppose t = V(, yyesxe 0(1,0). By assumption g is a fuzzy relation on £ which
satisfies the sup-property, then there exists (u,v) € £ x £ such that t = p(u,v). Since
t € [0,1], we get ug, and so gy # (). Reflexivity of g implies that for all r € £,
(r,r) € or. Thus for all x € £, o(x,x) = t. Then, for any ¢ € £,

omr) X\ o(n,3) =t o).
(9,3)€LXL

Hence, g is a fuzzy reflexive relation on £. Now, since g # (), suppose (z,9) € g, and
by symmetry property, we have oi(xr,n) = oi(n,r) and so o(z,y) > t and o(y,r) > t.
Then for any r,y € £, we get that

or.m) XV olu0)=t=o(y,1).
(u,0)eL XL

Similarly, o(n,r) < o(x, ). Then g is a fuzzy symmetric relation on £. By a similar
argument, it is easy to see that p is a fuzzy transitive relation on £. Thus p is a fuzzy
equivalent relation on £. Now, we show that ¢ is a fuzzy regular relation on £. Let
r,p e L and

t=min{\/ox -~ 9,1),\ oy ~r, 1)}
Since o satisfies the sup-property, there exist i € r «~» yp and h € y «~ ¢ such that
t =2 Vol ~9,1) = o(i,1) and t X Vo(y «~ r,1) = o(h,1). Thus, (i,1),(h,1) € o
Moreover, since o satisfies the sup-property, by (4.1) we have
o(x ~ 9, 1) = sup,,e,y 0(m, 1) = o(i,1) = t and
o(h ~r,1) =sup ¢, 0(—,1) = 0(h, 1) > t.

Hence, (r «~ 9,1),(y v~ 1,1) € g. By our assumption, g is a regular relation on £,
then (r,n) € or. Thus for any ¢,y € £, we get that

o(x,9) = t=min {\/ o(x = v, 1), \/ oy~ x, 1)}

Therefore, p is a fuzzy regular relation on £. 0

Corollary 4.1. Consider o is a fuzzy relation on £ such that satisfies the sup-property.
Then o is a fuzzy reqular relation on L iff, for allt € [0,1], or # 0 is a reqular relation
on L.
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Proof. By Propositions 4.1 and 4.2, the proof is clear. O

By the following result, we show a relation between strong fuzzy filters on hyper
equality algebras and fuzzy hyper congruence relation that is made by them.

Theorem 4.1. Assume 9 is a strong fuzzy filter on L. Then for any r,vy € L, relation
0:L x L —10,1] which is defined by

0(t,9) = (SUDueyy V(1)) A (SuPyeyp P(0))
s a fuzzy hyper congruence relation on L.

Proof. Clearly, g is reflexive and symmetry. We show that o is a fuzzy transitive
relation on £. For this by Proposition 2.2 (P11), for all r,n,3 € £, t ~» h K (h
3) ~ (r ~ 3). Since ¥ is a strong fuzzy filter of £, by Theorem 3.2 (iii), we have

(4.3) (SUDuery P(W) A (SuDyeyy V(D)) < SUPey, D).
Then for any ¢, 1,3 € £, we get
V (e(x.3) 7 o(3,1))

= [(Supiexmg, 290)) A (Suphegmx 79({))) A (Supuegm\) 19(“)) A (Supue\)mg 19(0))}

;€L

B \/L K(Supiemz 19(1)) A (Supueamn ﬁ(u))) A ((Supvenmz 79(0)) A (Sup”ez’“? ﬁ(h)»]
3€

=< (supoe;mn I( )) A (Supmenm; ﬁ(m)) (by (4.3))

=o(r,9)

Thus o is a fuzzy transitive relation on £. Hence, o is a fuzzy equivalence relation
on L. Now, we investigate the condition of Definition 3.1. By Proposition 2.2 (P9),
for any r,n € £

FAD XD KLY (zcm))—omc
Then there exists 3 € § ~ ¢ such that t Ap <y < 3. By (HEH) we have
(4.4) FAY) 3Ky
Thus,
ry=rv Ay (by

K (rw3)« ((xAy)«3) (by Proposition 2.2(P3))

KL (w3~ ((xAn)—3) (by (4.4) and Proposition 2.2(P8))

K (3 (93)
Hence, by (FF2) for any 3 € y ~ ¢, we have

(4.5) SUPueqy D(1) = SUDye (g g D(0)-
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By the similar way, for any 3 € r ~ 1, we get

(46) Supienm; 19(‘) = Suphe(\)m;,)m(;m;j) ﬁ(h)
Then by (4.5) and (4.6), for all r, 1,3 € £, we have
0(&,9) = (SUDueyy V(W) A (SUpigy D(0))
(Supve(xwz)m(nmz) 79(0)) A (SUpbé(Uwa)m(wz) 19({)))
=< \/L Ksupbe(zcwz)m(nmz) 79(0)) A (SuphE(nwz,)m(xwz) 19(6))]
;€

A

=\ ox39-3).

;€L
Moreover, we have
rAy=r-(Ay) (by (HEE))
& (xn3)~ (xAyA3)  (by Proposition 2.2 (P3))
KL (zA3) ~(xAyAs)  (by Proposition 2.2 (P7))
(4.7) K (£A3) (D A3).
Similarly, for all ¢, 1,3 € £, we have
(4.8) P (A3~ (EA3)

Then by (4.7), (4.8) and (FF2), for all r, 1,3 € £, we get that

o(x,n) = (SuPue;mg 19(11)) A (SUPienmx ﬂ(i))
< (SUPne(;xg)m(nxz,) 19(0)> A (Suphe(nﬁz)m(m) 190]))
=0(t A3, A3)

Hence, p is a fuzzy hyper congruence relation on £. 0

Let ¢ be a fuzzy hyper congruence relation on £, we define the fuzzy subset 9¢ :
L —[0,1] by ¥2(n) = o(n,x) for all y € L.

Lemma 4.1. Consider ¢ is a fuzzy hyper congruence relation on L. Then for all
5y €L, 98 =9 iff o(r,n) = Vsser 0(5, ).

Proof. Suppose r,9 € £ such that ¥¢ = 7. Since g is a fuzzy reflexive relation, we
have

Ipx) = V2(x) = o(t,r) =V, ., 0l b).
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Conversely, assume ¢, ) € £ such that o(x,9) = V,ee 0(s,t). Then by fuzzy symmetric
and fuzzy transitive relations defined on p, for all 3 € £, we get

Ve(3) = 0(3,1) = o(t, 3)
= Ve (0(9) A o(v.3)) = o(x.0) A o, 3)

= (\/s,teﬁ g(s,t)) A o(,3) = e(y.3) = 0(5.9)
= 92(3)

By replacing ¢ by v throughout the above statements, we get ¥¢(3) < 9¥¢(3). Hence,
Y2 = 2. O
r v

Theorem 4.2. Consider L = (L; A, 1) is symmetric and o be a fuzzy hyper con-
gruence relation on L, satisfies the sup-property. Define % = {195 |t € L}. Then

% = <%; “o Kg,ﬁ§> is symmetric, where the operations «~, and A, are defined on %

as follows:

=

U o Uf =08, = {023 €}, VAR08 =V5,
¢ R, 05 & 07 A, U7 =19,
and for any 8, R C %, 8§ &, R if and only if for alli € 8, there exists h € R such

that ¥¢ <, 199.

Proof. Let t,n,5,t € £, ¥¢ = 92 and ¥¢ = ¥{. Then by Lemma 4.1, o(x, 1) = o(s,t) =
Vuves 01, 0). Set \/weL Q(u U) m. Then by Proposition 4.1, g, is a regular relation
on £ and since o(x,n) = o(s,t) = m, we have ro,y and sp,t. Moreover, since g is a
fuzzy regular relation on £ such that satisfies the sup-property and for any 3 € £,

3 =<1, we get o(x,3) < o(r,1) and so
o(r,n) = o(r,1) A o(1,9) = \/5@(9(&5) Ao(3,1))-

Moreover, since ¢ is a fuzzy relation on £, we have o(t,t) =V, yer o(u,v) = m. Also,
from £ is symmetric, by (4.2), Proposition 2.2(P9) and (HET), we have

ot -ty t) Emin{\o(Et)~ (- t),1),Veo((h )« (k-t),1)]

len{\/Q(?mUal 7\/Q U‘“‘Ll }:\/Q ?“071)

=o(x, 1) Ao(l,y) = o(x, ) = m.
Then ¢ « tonh « t. Similarly, y « to,h «~ 5. Since o, is a regular relation on £,
we get (r « 5)om(n ~ t).  Suppose V¢ € ¢ «, ¥¢. Then there is ' € ¢ «» s such
that ¥ = ¥¢. Thus, 30m'. On the other hand, (r v §)om(y ~ t), so there exists
y' €y « t such that t'o,y'. Also, since oy, is transitive, and by Proposition 4.1 is an
equivalence relation on £, we have 30,". Then by Lemma 4.1, we get ¥¢ = 19§,. This
shows that ¢ = 195’, € Vg v¢. Thus V¢ ny 92 C U8 Y¢. Similarly, we obtain
V8, ¢ C 92, U2, Hence, v, is well-defined. Easily, A, is well-defined, too. Now,
we show that % = <L 0s Moy U1 > is a hyper equality algebra
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(HEL) Clearly, 9 is the top element and < ; Ao, U7) is a meet-semilattice.
(HE2) For all r,n € L, since L is symmetrlc we have
(4.9) Vo U3 = V7 ) Rp U3 = V3, V2.

vy 2o Uiy
(HE3) Assume ¢ € L. Since 1 € ¢« ¢, we have
07 e {0¢ 3} =04,

Thus, ¥§ € 92, = 92 v, V2.

(3€€4) Simmilar to (HE3), since for any r € 1 «~ r, we have ¥¢ € ¥y = V1 v, U,

(HEB) Suppose 1,9,5 € L such that ¢ <, 92 X, ¥9. Since ¢ <X, 92, we have
V¢ Ao ¥¢ = 92 and so V5, = ¥¢. By Lemma 4.1, o(x A9, 1) = Ve 0(s,t) = m. Thus
(x A t))gm; Slnce L is symmetric, by Proposition 2.2(P9), we get t << ¢ « 3 and
rAy Ry <Ky Thenm=o(r,r An) X ot 3,9~ 3), and so (r ~ 3)om(n « 3).
Consider ¥¢ € 9¢_,. Then there exists a € ¢ -~ 3 such that ¥¢ = 2. Thus ygna. Since
(r v 3)om(n v 3), there exists 5 € y « 3 such that Sona. From g, has transitivity, we
get YomB. Thus, o(3,7) = m = V, e o(s,t). Hence, 92 = 93 and so 9¢ = 93 € 9¢_..
So ﬁfmj =, 195’%3. The proof of other case is similar.

(HEG) For all r, 9,3 € £, we havep v ) << (£A3) «~ (nA3). Then, for any r, 9,3 € £,
we have

02 g 98 = 02 R0 0o = Vs o Uiy = (V2 Rp 02) p (V8 R0 02) .

xmn (x73

(HET) For all r,9,3 € £, we obtain t «» §) << (r «~ 3) « (y «~ 3). Then

V2, 08 =02 R, Y =02 g V2, = (02 g 12) g (92 02) .

vy (r3)~(9-3) 9y

Thus, the above facts and (4.9) show that % is a symmetric hyper equality algebra.
0

5. CONCLUSIONS AND FUTURE WORKS

In this paper, the notion of strong fuzzy filter on hyper equality algebras is intro-
duced and some equivalence definitions of it are investigated. Then by using this
notion, a symmetric equality algebra is constructed and defined a special form of
classes. By using these, the concept of a fuzzy hyper congruence relation on hyper
equality algebra is defined and prove that the quotient is made by it is an equality
algebra. Also, by using a fuzzy equivalence relation on hyper equality, a fuzzy hyper
congruence relation is introduced and proved that this fuzzy hyper congruence is regu-
lar. Finally, it is proved that the quotient structure that is made by it is a symmetric
hyper equality algebra.

For future work, we can define different kinds of fuzzy ideal on hyper equality
algebras and investigate properties of them and study about fuzzy hyper congruence
relation on hyper equality algebra and the quotient structure that is made by it.
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ACENTRALIZERS OF SOME FINITE GROUPS
ZAHRA MOZAFAR! AND BIJAN TAERI!

ABSTRACT. Let G be a finite group. The acentralizer of an automorphism « of G,
is the subgroup of fixed points of «, i.e., Cg(a) = {g € G | a(g) = g}. In this paper
we determine the acentralizers of the dihedral group of order 2n, the dicyclic group
of order 4n and the symmetric group on n letters. As a result we see that if n > 3,
then the number of acentralizers of the dihedral group and the dicyclic group of
order 4n are equal. Also we determine the acentralizers of groups of orders pg and
pqr, where p, ¢ and r are distinct primes.

1. INTRODUCTION

Throughout this article, the usual notation will be used [17]. For example Z,
denotes the cyclic group of integers modulo n, Z! denotes the group of invertible
elements of Z,. The dihedral group of order 2n and the dicyclic group of order 4n
are denoted by D,,, and @), respectively. The symmetric group on a finite set of n
symbols is denoted by S, or Sym(X), where |X| = n. The symbol G = X x Y (or
G =Y x X) indicates that G is a split extension (semidirect product) of a normal
subgroup Y of G' by a complement X.

Let G be a finite group. We write Cent(G) = {Cs(g) | g € G}, where Cg(g) is the
centralizer of the element ¢ in G. The group G is called n-centralizer if |Cent(G)| = n.
There are some results on finite n-centralizers groups (see for instance [1-8,12,18]).
Let Aut(G) be the group of automorphisms of G. If & € Aut(G), then the acentralizer
of a in G is defined as

Cola) ={g € G | a(g) = g},

Key words and phrases. Automorphism, centralizer, acentralizer, finite groups.
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which is a subgroup of G. In particular if & = 7, is an inner automorphisms of GG
induced by a € G, then Cg(7,) = C(a) is the centralizer of a in G. Let Acent(G) be
the set of acentralizers of GG, that is

Acent(G) = {Cq(a) | a € Aut(G)}.

A group G is called n-acentralizer, if |Acent(G)| = n. It is obvious that G is 1-
acentralizer group if and only if G is a trivial group or Z,. Nasrabadi and Gholamian
[14] proved that G is a 2-acentralizer group if and only if G = Zy, Z, or Zs,, for some
odd prime p. Furthermore, they characterized 3,4, 5-acentralizer groups. Seifizadeh
et al. [16] characterized n-acentralizer groups, where n € {6,7,8}, and obtained a
lower bound on the number of acentralizer subgroups for p-groups, where p is a prime
number. They showed that if p # 2, there is no n-acentralizer p-group for n = 6, 7.
Moreover, if p = 2, then there is no 6-acentralizer p-group. In [13] we showed that
if G is a finite abelian p-group of rank 2, where p is an odd prime, then the number
of acentralizers of GG is exactly the number of subgroups of GG. Also we obtained
acentralizers of infinite two-generator abelian groups.

Throughout the paper we use the presentations of the dihedral group of order 2n,
D,,, and the dicyclic group of order 4n, @), as follows

D,={(a,b|la"=b"=1, bab™' =a ') = (b) x {a),
Qn="{(a,b|a® =1, a" =b* bab™' =a") = (b) x (a).

We note that if n is a power of 2, then @), is the generalized quaternion group.
Computing the number of centralizers of finite group have been the object of some
papers. For instance Ashrafi [2,3] showed that |Cent(Q,)| = n + 2 and

n—+2, nisodd,

|Cent(D,,)| = {

5+2, niseven.

In this paper we compute |Acent(D,,)|, |Acent(Q,)|, |Acent(S,)| and the number of
acentralizers of groups of order pgr, where p, ¢ and r are distinct primes.

2. ACENTRALIZERS OF DIHEDRAL AND DicycLiC GROUPS

Recall that the dihedral group D,, have two type subgroups for n > 3, (a?) and
(a?,a"b), where d | n, 0 < r < d. The total number of these two type subgroups are
7(n) = X4, 1, that is the number of positive divisors of n, and o(n) = X4, d, that
is the sum positive divisors of n, respectively. Recall that if n = p’fl plz’” T pkr is the

A
prime factorization of n > 1, then 7(n) = [Tj_,(k; + 1) and o(n) = [Tj, pj;j%

For n > 2, the automorphism group of D,, is isomorphic to Z; x Z,, the semidirect
product of Z, by Z, with the canonical action of € : Z; — Aut(Z,) = Z. Explicitly,

Aut(D,) ={vs+ | s € Z;, t € Zy,},
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where v, is defined by
Ysp(a’) =a® and  y,(a’b) = a® D,
for all 0 <¢ <n — 1. Note that

S Cb, (78,15) <~ VS,t(ai) =a
&a”® =a
& is=1 (mod n)
Si(s—1)=0 (mod n)

and

a'b € Cp, (Vst) & Vsu(a'b) = a'b
o a* b — aib
Sis+t=1i (mod n)
Si(s—1)+t=0 (mod n).

We use the following well-known theorem from elementary number theory.

Theorem 2.1. ([15, Page 102]) Let a, b and m be integers such that m > 0 and
let ¢ = ged(a,m). If ¢ does not divide b, then the congruence ax = b (mod m) has
no solutions. If ¢ | b, then axr = b (mod m) has ezactly ¢ incongruent solutions
modulo m.

First we compute Acent(D,,). Clearly, D1 = Zy and Dy = ZyXZs. So |Acent(D;)| =
1 and |Acent(Ds)| = 5.

Lemma 2.1. The identity subgroup is not an acentralizer for any automorphism of
D,,. Also if n is even, the subgroups (a?), (a?,a"b), where d is a divisor of n such that
dt 5 and 0 <r < d, are not acentralizers of D).

Proof. On the contrary, suppose that the identity subgroup (a™) = (1) is an acentral-
izer. Then there exists 75, € Aut(D,,) such that 7, fixes only the identity element.
If ¢ := ged(n, s — 1) # 1, then

n s—1 n
n n n
c c

’ys’t(a%):a’%s:a a c = Qa )

which is a contradiction. Hence ged(n,s —1) = 1, and so by Theorem 2.1, there exists
0 <i<n—1such that n|i(s— 1)+t Since y,.(a’b) = a®*'b = a'=VHaih £ a'b,
nti(s — 1) 4+ t, which is a contradiction. Thus the identity subgroup can not be an
acentralizer.

Now suppose, for a contradiction, that H := (a%), where d is a divisor of n and
d t n/2 is an acentralizer of D,. Since a? € Cp,(7s:) we have a? = v,,(a?) = a*®

Thus n | (s —1)d and so s = 5k + 1, for some 0 < k < d. Since d | n and d{ 3, d is
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even. Also k is even, as s is odd. Hence, s = %"kl + 1, for some non-negative integer
k1, and so 2n | (s — 1)d. Thus, n | (s — 1) and

P)/s,t<a%> = as% = aga(s_l)% = a%’
which is a contradiction, as a? ¢ H = Cp, (Vs.)-
Similarly if K := (a? a"b), where d is a divisor of n, d { n/2, 0 < r < d, and

Cp, (7st) = K, for some ~,; € Aut(D,,), we obtain a contradiction. O

Theorem 2.2. If n is an odd integer, then every non-identity subgroups of D,, is an
acentralizer of D,,. If n is even, then |Acent(D,,)| is equal to the number of subgroups
of D%, that is

7(n)+o(n)—1, nisodd,
|Acent(D,,)| :{ (n) +o(n)

7(5) +o(3), n is even.

Proof. First suppose that n is odd. Let d be a divisor of n and put d; := n/d. If
d = 1, then since 711(a) = a and for 0 < j < n —1, y1(a’b) = /b # a/b, we
have Cp, (1.1) = {a) = {(a?). If d # 1, then y1,4,1(a?) = a4 = g Since
ged(n,dy) = dy 11, by Theorem 2.1, for every 0 < j < n —1, n{ jd; + 1, and so
Yirdy.1(a7b) = a? 3T Hp = @7 a+1aip £ a7b. Tt follows that Cp, (Y144,.1) = (a?).

Now consider the subgroup H := {(a? a"b) of D,,, where 0 <r < d. If d = 1, then
r=0and H =G = Cp,(110). If d =n, then (a?, a"b) = (a"b). Note that vs,_,(a’) =
a* # a', for all 1 <i < n — 1. On the other hand v5,,_,(a"b) = a**"~"b = a"b and
hence Cp, (Y2,n—r) = (a"b) = H.

If d ¢ {1,n}, then we put s =1+ d; and t = n — rd;. Since

ds _ ad(1+d1) d+n d

757,5(@‘1) =a =a =a“,

vs(a"b) = a

it follows that Cp, (vs+) = H. Therefore |Acent(D,,)| = 7(n) + o(n) — 1.

Now suppose that n is even. Let d be a divisor of 2 and put d; := n/d. Let H := (a%).
If d = 1, then since vy 1(a) = a and 7;1(a?b) = a0 # a’b, for all 0 < j < n —1,
we have Cp, (v11) = {(a) = H. If d # 1, then yy44,1(a?) = a'T94 = g4 Since
ged(n,dy) = dy 1 1, by Theorem 2.1, for all 0 < j < n—1, n{ jd; + 1, and so
Yigd1(a?b) = a?FHY = gidit1qip £ gIb. Tt follows that Cp, (714a,1) = (a?).

Now we consider the subgroup H := (a¢,a"b) of D,,, where 0 < r < d. If d = 1, then
H=G=Cp,(710) Ifd#1and r =0, then we have v, (a?) = a4 = gd+n = ¢
Yitdy.0(b) = b, and so Cp, (Vi4a,0) = (a%,b) = H. If d # 1 and t # 0, then we put
s=1+d; and t =n — rd;. Since

rsttp ar(1+d1)+n—rd1b _ CLTb,

d(1+d1) _ ,dtn _ ,d
Y

’ys,t(ad) =a
Ys(a"b) = a” ,

we have Cp, (vs4) = H. It follows that [Acent(D,)| = 7(5) + (). O

(1+d1)+nfrd1b —a'b



ACENTRALIZERS OF SOME FINITE GROUPS 227

Now we compute Acent(Q),). Recall that if n > 2, then the automorphism group of
@, is isomorphic to Z}, X Za,, with the canonical action of € : Z5, — Aut(Zs,) = Z3,,.
In fact

Aut(Qy) = {vst | s € Z5,,t € Zay},

where
Yosla') = a™ and ,(a') = a™ ',

for all 0 < ¢ < 2n — 1. Hence Aut(Q,,) = Aut(Ds,,), where m > 2. Note that
Aut(Qg) = S4 and Aut(D4) = D4. We have

al e Co, (Vi) & 757,5(@2') =q
& ad =d
&is=1 (mod 2n)
< i(s—1)=0 (mod 2n)
and
a'b € Co, (Yst) € Vsi(a'b) = a'b
o aiertb — aib
Sis+t=1i (mod 2n)
Si(s—1)+t=0 (mod 2n).

Lemma 2.2. (1) Every element, x € Q,, can be written uniquely as z = a'b’, where
0<i<2nandj=0,1.

2) 2(Q) = (") 2 2.

(3) Qu/Z(Qn) = D,. |

(4) o(a') =2n/i for 1 <i < 2n and o(a'b) = 4 for all i.

(5) Every subgroup of @, is either cyclic or a dicyclic group.

Proof. (1)—(4) are straightforward.

Let H be a subgroup of @,. Suppose that Z(Q,) < H. Then H/Z(Q,) is a
subgroup of D,,. Since every subgroup of D, is either cyclic or dihedral, the same is
true for H/Z(Q,). If H/Z(Q),) is cyclic, then H is cyclic (indeed H is a subgroup of
{(a) or H = {a'b)). Therefore, we may assume H/Z(Q,) is dihedral. Thus, H/Z(Q,)
has a dihedral presentation (z,y | 2™ = y? = 1, yry = 2~ '). Hence, H has the same
presentation with H/Z(Q,) and so H is a dicyclic group.

Finally, if H does not contain Z(@),) then H does not contain an element of the
form a'b. Therefore, H < (a) and so it is cyclic. O

In what follows we compute acentralizers of Q.

Lemma 2.3. Let H be a subgroup of @),, which does not contain Z(Q,). Then H is
not an acentralizer of Q).
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Proof. By Lemma 2.2, H = (a™), where m | 2n, m t n. Now suppose, for a contra-
diction that, H is an acentralizer of @),,. Then there exists vs; € Aut(Q,,) such that
Cq,(vse) = H. Thus, a™ = v,,(a™) = a*™, and so 2n | (s — 1)m, i.e., s = 22k + 1,
for some 0 < k < m. Since m | 2n and m { n, m is even. Also k is even, as s is odd.
Therefore, s = 2k, + 1, for some non-negative integer k;, and hence 4n | (s — 1)m.
Thus, 2n | (s — 1) and

m m
S3 2

Yala?) =% =a

which is a contradiction, as a% ¢ H = Cg, (Vs)- O
Theorem 2.3. We have |Acent(Q,,)| = 7(n) + o(n).

Proof. Suppose d is a divisor of n such that 1 < d < n, and d; := 2n/d. Let H := (a%).
If d = 1, then since 1 1(a) = a and for 0 < j < 2n — 1, vy11(a’b) = /b # a’b, we
have Cg, (71,1) = (a).

If d # 1, then 71,4, (a?) = a*4 = q?. Since ged(2n,d;) = d; { 1, by Theorem
2.1,2n 1 jd, +1, forall 0 < j < 2n—1, and s0 Y144,.1 (/) = /)1 = gih+lgip £
a’b. Tt follows that Cg, (V1+4,1) = (a%).

Now consider the subgroup H := (a¢,a"b) of Q,,, where 0 < r < d. If d = 1, then
r=0and H =G = Cg,(mp). Ifd# 1andr =0, then we put s = 1+ d; and
t = 0, where d; := 2. We have y,0(a?) = a® = adFd) = qd+2n — qd o ((b) = .
Hence, Co, (V1+d,0) = (a?,b) = H. If d # 1 and r # 0, then we put s = 1+ d; and
t = 2n — rdy, where d; := 27”. We have

’YSt(ad) _ ads _ ad(1+d1) — ad+2n _ ad
’Ys t(arb) == a,rs+tb frd ar(1+d1)+2n*’l’dlb — a,rb
Hence Cq, (7s¢) = H. It follows that |Acent(Q,)| = 7(n) +o(n) — 1. B

Corollary 2.1. For all n > 3 we have |Acent(Q,)| = |Acent(Dy,)|.

3. ACENTRALIZERS OF GROUPS OF ORDER pgq

It is well-known that the groups of order pg, where p and ¢ are distinct primes,
with p > ¢, are

L
Tpq=(a,b|a? =b"=1,bab~" = a"), where o(u) =qin Z;and q |p— 1.
Using Theorem 3.1 below, we have |Acent(Z,,)| = |Acent(Z,)| |Acent(Z,)| = 2x2 = 4.

Theorem 3.1. ([14, Lemma 2.1]) Let H and T be finite groups with ged(|H|, |T|) = 1.
Then
|Acent(H x T')| = |Acent(H)| - |Acent(T)].

We compute |Acent(7},,)|. The proof of the following lemma is straightforward.

Lemma 3.1. Non-trivial subgroups of T}, are (a), (ba’), where 0 < j < p — 1.
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A Frobenius group of order pg, where p is prime and ¢ | p — 1 is a group with the
presentation F,, = (a,b | @ = b7 = 1,bab~" = a"), where o(u) = ¢ in Z;. If ¢ is a
prime number, then F, , =T, ..

Theorem 3.2 ([10]). Let p be a prime number and q | p—1. Then Aut(F,,) = F, -1,
in fact
Aut(Fpg) = {aij [1<i<p-1,0<j<p—1}
where
i (@) =a™ and a;;(V"a™) = b g im,
forall0<m<p—1landl <n<qg-1.
Note that if G := F}, 4, then
a™ € Co(oij) & a;j(a™) =a™
Sa™m=am
<im=m (mod p)
< (i—1)m=0 (mod p)
and
b'a™ € Colayj) < a;;(b"a™) =b"a™
o prgut T Hetut)jtim e m
Sim+ W '+ +u+1)j=m (mod p)
S@i—)m+ @ '+ +u+1)j=0 (modp).

We note that if p | v ' +---+u+1, then p | " — 1 and " = 1 (mod p), which is a
contradiction. Therefore, p{ ™™t + -+ 4+ u + 1.

Lemma 3.2. The identity subgroup is not an acentralizer for any automorphism of
Tp)Q'

Proof. Suppose, contrary on our claim, that (1) is an acentralizer of T, ,. Then there
exists a;; € Aut(7},,) such that «;; fixes only the identity element. If i = 1, then
ayj(a™) =a™, forall 1 <m < p-—1, which is a contradiction. Hence ged(p,i—1) = 1,
and by Theorem 2.1, there exists 0 < m < p— 1, such that p | (i — 1)m + j. But since
a; ;(ba™) # ba™, we have p{ (i —1)m + j, which is a contradiction. Thus, the identity
subgroup is not an acentralizer. 0

Theorem 3.3. Every non-identity subgroup of G := T, , is an acentralizer of an
automorphism, and therefore |Acent(T,,)| = p + 2.

Proof. Let H := (a), which is a unique Sylow p-subgroup of G. Note that oy ;(a™) =
a™. Since pfu™t+ -4 u+1,

n—1_ ... n—1,4 . .
OZ171(anLm) — bna(u +otutl)+m bnama(u +-+u+1) 7& bra™.
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Hence, Cg(aq 1) = H.

Let K := (ba™), where 0 < m < p — 1, which is a subgroup of G of order q.
If m = 0, then K = (b), and since ago(b) = b, asg(a) = a®> # a, it follows that
Colagg) = K. It 1 <m < p—1, then agy_p(ba™) = ba?~™ 2™ = ba™. Also since
Qop-m(a™) = a® # a™, for all 1 <m < p—1, we have a™ ¢ Cg(azp_m). It follows
that Cg(a2p-m) = K. Hence, |Acent(T,,)|=1+1+p=p+2. O

4. ACENTRALIZERS OF GROUPS OF ORDER pgr

In this section we compute acentralizers of groups of order pqr, where p, ¢, and
r are distinct primes. The presentations of groups of order pqr, where p, ¢ and r
are primes such that p > ¢ > r are given in [11]. By [10] all groups of order pgr,
p > q > r, are isomorphic to one of the following groups:

G

Gy=2ZrxTyy, q|lp—1;

Gs=Zyx Ty, r|p—1;

G4 = Fp,qra qr ‘ p— 1)7

Gs =ZpxTyp, 7| q—1;

ivs5 = {a,b,c|a? =01 =c" =1, ab = ba, ¢ tbc = b*, ¢ lac = a“i), where
rlp—1,¢—1,0(u) =rinZ; and o(v) =7 in Z;, 1 <i <r—1.

Using the above result, Theorem 3.3 and Theorem 3.1 it is suffices to compute the

number of acentralizers of F,, and G;ys. The proof of the following lemma is

straightforward.

@

Lemma 4.1. Let F, ;. = (a,b | a? = b7 = 1,bab™" = a*) = (b) X (a) and o(u) = qr
in Zy where p,q,r are prime and ¢r | p — 1. Then non-trivial subgroups of F, . are
A= (a), B, := (ba*), C,, := (b%a®), D, := (b"a”), where 0 < x <p—1, H:= (0", a)
and K := (b7, a).

Lemma 4.2. Non-trivial subgroups of G;i5 are A := (a), B := (b), AB, H;; :=
(cbta?), Hy := (a,cb') and K; := (b,ca’), where 0 < j <p—-1,0<t<¢g—1. In
particular G;;5 have pq + p + ¢ 4+ 5 subgroups.

Proof. One can easily see that the order of elements of GG;,5 is as in the Table 1,

. . Lo
Elements ‘ al bt bla?  Fbal

Orders ‘p q pq r

Table 1. The order of elements G5

where 1 <j<p—-1,1<t<qg—-1,0<i<q¢—-1,0<j/<p—-1,1<k<r-—1.

It is clear that A = (a) is a unique Sylow p-subgroup of G, ;5 and B = (b) is a unique
Sylow g-subgroup of G;y5. Thus AB = (a,b) < G,45 is a unique subgroup of order
pq of Giys. It is also clear that H;; = (cb'a’), where 0 < j <p—1,0<t < q—1,
are subgroups of order r. Since A and B are normal in G,,5, every subgroups of
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order pr should contain A and every subgroups of order ¢r should contain B. Thus
K; = (b,ca’) and H; = {(a,cb"), where 0 < j <p—1,0 < ¢ < q— 1 are subgroups of
order pr and gr of G5, respectively. 0

Theorem 4.1 ([10]). Automorphism group of G;5 is isomorphic to F,,—1 X Fy 41,
in fact

AUt(G’L+5) :{aj,t,jl,il | 1 S] Sp—lal Stéq_laog.]l Sp—laogzl Sq_l}a
where
it jir (@) = @™,
gy (B7) = b,
ity (D a™) = ckpin (wE T bt ) g (07D e ) ma
forI<m<p—1,1<n<g—1,0<m <p—-1,0<m<g—land1<k<r-—1.
Note that if G := G;,5, then
am € Cg<aj7t7j1’i1) = Ot 1 iy (am) =a"
< a™=a™
< jm=m (mod p)
<m(j—1)=0 (mod p)

and
0" € Colaiin) € Qi (B7) = b"
S ="
Stn=n (mod q)
en(t—1)=0 (mod q)
and

FMa™ € Ca(jrj i) & gy (FBMa™) = Fpma™
s Fpin (W e ut ) tng g (0T ot D my kg ma
S+ dut ) +ing=n; (mod q),
G* et £ 1) 4 jmy =my (mod p)
i+ u+1)+(t—1ny =0 (mod q),
GF Y i D)+ (j—1)my =0 (mod p).

Lemma 4.3. The identity subgroup and the subgroups C, , D,, where 0 < x < p—1,

H and K (defined in Lemma 4.1) are not acentralizers for any automorphism of
G :=F, 4.
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Proof. As in the proof of Lemma 3.2 we can see that the identity subgroup is not an
acentralizer.

Now suppose, for a contradiction that C, := (b%a®), where 0 < z < p — 1 is
an acentralizers of G. Then there exists a;; € Aut(G) such that Cq(a; ;) = Cy,
where 1 <i<p—1land 0 <j <p—1. Ifi=1, then oy (a™) = a™, for every
1 <m < p-—1, this contradicts a™ ¢ (b%a”). Hence ged(i — 1, p) = 1, by Theorem 2.1,
there exists 0 < m < p—1 such that p | j + (¢ — 1)m. But since ba™ ¢ C, = Ce( ),
;. j(ba™) = ba?T™ = ba™alT=Um £ g™ which implies that ptj + (i — 1)m, which
is a contradiction.

Similarly we have H, D,, and K are not acentralizers. 0

Theorem 4.2. We have |Acent(F, )| =p+ 2.
Proof. The proof is similar to that of Theorem 3.3. 0J

Lemma 4.4. The identity subgroup is not an acentralizer for any automorphism of
Giss.

Proof. On the contrary, suppose that (1) is an acentralizer of G;;5. Then there exists
Qjtiiin € Aut(Gigs) such that oy j, 4, fixes only the identity element. If j = 1 or
t =1, then aj;j,;,(a™) = a™ and ;1 (b") = b", forall 1 < m < p—1 and
1 <n < ¢g—1, which is a contradiction. Hence ged(j —1,p) = 1 and ged(t —1,¢) = 1.
Hence, by Theorem 2.1, there exist 0 < m; < p—1 and 0 < ny < ¢ — 1 such that
plj1+(j—1)my and q | i1 + (t — 1)n;. But since

aj7t7j1’i1(cbn1am1) — cpirtim girtimi — opna gmapint(E=1n i+ —1)ma £ chMa™,

either p 1 j1 + (j — 1)my or q { iy + (¢t — 1)ny, which is a contradiction. Thus, the
identity subgroup is not an acentralizer. 0

Theorem 4.3. Every non-identity subgroup of G := G;,5 is an acentralizer of an
automorphism, that is |Acent(Gyy5)| = pg+p + ¢ + 4.

Proof. We use the notation of Theorem 4.1. Note that oy is the identity automor-
phism of G and so Cg(a1,1,00) = G.

Now we show that A = (a) is an acentralizer. It is clear that ay2311(a) = a
and aj911(0") = b* = bW # b7, for all 1 < n < g — 1. Furthermore since
pt (v(k—l)i T b )

k=1 ... (b=1)i ...y i
31727171(Ckbn1am1) Ckb(u + +u+1)+2n1a(v +eFot 1) +my
k=1 .. (B=1)iy .. gy
Ckbma?mb(u + +u+1)+n1a(v +otv'+l) ckprigm
It follows that C(;(Oél,gJ,l) = A.

Let B = (b) be the unique Sylow g-subgroup of G. It is clear that a1 11(b") = b"
and so " € Cg(ag111). Since 1 <m <p—1, azy11(a™) = a*" = a™a™ # a™. Also

1yt
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since ged(uf 1 +---+u+1,¢) =1,50 ¢f (u** +---+u+1). Thus,
o111 (FBM ™) = Fpt T rut D g (D et ) 2

k=1 .. (k=1)iy ... 4 i
_ Ckbnlamlb(u + +u+1)a(v 4+ +v'41)4+my 7& Ckbnla,ml.

Hence, Cg(ag’LLl) = B.

Let AB = (a,b) be the unique subgroup of G of the order pq. It is clear that
Oé1’1’1’1<(lm) = a™ and 061’1’171(1371) = b". Thus, CLm, " e CG(a1,1,1,1)~ Since ng(Uk_l +
oot u+1,q) =1and ged(v* D4 ... 40+ 1,p) = 1,80 ¢f (WF 1+ +u+1) and
pt (* i .. 4ol +1). Thus,

k=1 ... (k=1)ip oy
a17171,1(ckb”1am1) _ Ck:b(u + +u+1)+n1a(v +-4vt+1)+my

k=1 .. (k=1)iy ... 4 i
:Ckbnlamlb(u + +u+1)a(v 4ot +1) 7'éckbnlalml'

Hence, Cg(alyl’lyl) = AB.

Let Hpypypy = (cb™a™) where 0 < m; < p—1and 0 < n; < g—1 be the
unique subgroup of G of order pq. First suppose m; = n; = 0. Then as200(c) = c.
Since 1 <m < p—-1,1<n < g—1, we have assgo(a™) = a®™ # a™ and
2200(0") = 0*" # b". Thus Cg(aa200) = Hop = {(c¢). Now suppose n; = 0, m; # 0.
Then ag2,-m,0(ca™) = cal™™* 2™ = cag™ and ag2p-m, o(a™) = a*™ # a™ and
0[272’p_m170<bn) = an 7é b". So CG’(QQ,Q,p—ml,O) = Hm1,0 = (ca”“). Slmllarly, if my = O,
ny # 0, then agoggn, (™) = cbTMF2M = ™ ayq0,, (a™) = a®™ # a™ and
Q22.p-my.0(0") = b* # b". Hence, Ca(a2204-n,) = Hon, = (cb™). Finally suppose
that my # 0 and ny # 0. Then

2.2 p—my .q—n1 (Cbmaml) — Cth*n1+2n1ap*m1+2m1 = cpItmigptm — Cbnlaml,

and so, cb™a™ € Ca(®22p—myg—n,)- Oince 1 <m <p—Tland1l<n<g—1, we
have @92.p—my.q-n, (@™) = a*™ = a™a™ # a™ and @29p—m, g—n, (D") = b*™* = b"b™ #£ b".
Hence, Ca(2.2,p—my.g-n1) = Himy ny-

Now we consider the unique subgroup AH,,, = {(a,cb™), where 0 < ny; < g —1 of
order rp. First suppose that n; = 0. Then aj200(a™) = a™. Also aj200(c¥) = .
So a™, cF € Cg(ar00). Since 1 <n < g —1 we have ayz00(b") = 0" = b"b" # b".
Hence, Cg(a1200) = (a,c) = AHy. Now suppose that ny # 0. Then o 904-n, (a™) =
a™. Also, a120g-n, (€b™) = 7™M T2M = cp?t™ = ch™ . So, a™, cb™ € Ca(01,2,0,9-n1)-
Since 1 < n < g—1, we have ay 50 g—n, (") = b*" = b"b" # b". Hence, Cq(a1204-n,) =
AH,,.

Now consider the unique subgroup BH,,, = (b,ca™), where 0 < m; < p — 1, of
order rq. First suppose that m; = 0. Then ag100(b") = b". Also agq90(c*) =
. So b, € Cg(azi0p). Since 1 < m < p—1 we have agyj,0(a™) = a®™ =
a™a™ # a™. Hence, Cg(az100) = (b,¢) = BH,. Now suppose that m; # 0. Then
Q21 p-my.0(b") = b". AlSo, ag1p-m,o(ca™) = caP~™ M = cqPt™ = g™, So,
b, ca™ € Cg(aa1p-my0). Since 1 < m < p—1 we have ag1,p m,0(a™) = a® =
a™a™ # a™. Hence, Ca(®21 p—mi0) = BHp,.
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Therefore, |[Acent(Giy5)|=14+14+1+1+pg+q+p=pg+p+q+4 [

5. ACENTRALIZERS OF FINITE SYMMETRIC GROUPS

In this section we compute |Acent(S,)|. First we note that Sy = Z, and so
|Acent(S2)| = 1. Also if n = 6, then Aut(Ss) = Sg X Zy and by GAP [9] we see
that |Acent(Sg)| = 443. Now since for every n # 6, Aut(S,) = Inn(S,) = S, we have
Acent(S,,) = Cent(S,,). Hence in order to find |Acent(S,,)| we need to find |Cent(.S,,)|.
Recall that the conjugacy class an element g of a group G, is the set of elements its
conjugate, that is

2% = {xga™' |z € G}.

Let A and G be groups, and let G act on a set X. Let B be the group of all of
functions from X into A. The product of two elements f and g of B fg(x) = f(x)g(z).
The group G acts on B via f9(x) = f(gwzg™'). The semidirect product of B and G
with respect to this action is called the general wreath product.

Theorem 5.1. ([17, Page 297]) Let a be an element of S, of cycle type (... %),

then the centralizer of o in S, is a direct product of k groups of the form Z, 1 Sy,,
the general wreath product. The order of Cg, («) is equal to [] /\i!r{\".

Every permutation « in .S,, can be written as the product of disjoint cycles a =
ay -, where o = ajia50---jy,, j = 1,...k, is a product \; disjoint cycles of
length r; such that ry < ry <--- <r,. The cycle, type of a is

P = (Pl Tl Tl T8) = (170, 10F).
—— ——
A Ak
We will not omit those r; which are 1, so we have A\jry + - -+ Ayrp = n. The r;’s are
distinct and \;’s describe their multiplicities in the partition r of n. For j =1,...,k
let Y; be the of letters in a; = aj 02+ -- ;. In fact
L (2 (r5) (2 (r5)
Y; = {%‘,1,%‘,17 Ot S VIS VR j,f\j} ,
) (2 ; 1 2 ; .
where o = (ag’l) ag-,l) ~~a§’r{)), conagy, = ( g;ﬂ ;ij agrj])) Clearly, Y; is a-

invariant and Cg(a)-invariant; and the restriction of a to Y; is a;, A permutation
¢ commutes, with « if and only if a = 31 -+ B, where 8; = 8182 Bj»,, Bj1 =

(b 0 02 Bia, = (B R, ), and (a%)) = BK). Now, 6
commutes with « if and only if each Y; is f-invariant and if the restriction /3, of
on Y; commutes with restriction of a; of a on Yj. Since Y; NY; = 0 for ¢ # j, the
permutation 3 is uniquely determined by giving its restrictions on Y;. Hence we have
Cs, (a) = Cy x - -+ x C, where C; is the centralizer of a; in Sym(Y;).

Let 0 = 0109 - - -0y, where 07 = (a1 a11 - Q1,—1), 092 = (G20 G271 - A2p-1); - - -,
ox = (axo axy ---ax,—1) be the product of A cycles of length r. Let Y be the set of
all letters in o, that is

Y = {al,o a1l - A1e—1,020 A21 " A2p—1y---,A;0,051,--- ai,r—l}-
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Let M, :={m € N|m <r, ged(m,r) = 1}. Then we have |M,| = ¢(r), where ¢ is
the Euler’s totient function. For every ¢t € M,., since ged(r,t) = 1 and the order of
o is r, we have Cg(0) = Cg(o"), where G := Sym(Y"). It follows that the number of
different centralizers of permeations which are product of A cycles of the same length
r with letters in Y is

|5y
¢(r)
Now suppose that a = ay---ag, where o = ajiaj2---aj;, J = 1,...k, is a
product \; disjoint cycles of length 7; such that r; <7y <--- <. LetY;, 7 =1,...,r,

be the set of letters in «;. The cycle oy in the decomposition o = ajag - - - oy, in S, can

be chosen in (IQ\) = (Tl’f\) ways. The cycle as can be chosen in ("ry\;"ﬂ) _ (n:;:q)

ways. In general o; can be chosen in

<n -y |Y,-|> 3 <n - AZ-) 3 <z§_j m-)
Y| riAj TjA;j

ways. If riy =1, Ay =2, 1 =2, Ay = 1, and Zfzg A;jr; =n — 4, then let a; be two
cycles of length 1 with letters in ay and as be a cycle of length 2 with letters in .
Then ajasas - - - oy, and aq asas - - -, have the same centralizers. Hence, in this case

we have
H |a Sym(Y] |<Zf]7ﬂz z)
) i\

different centralizers of permutatlons Whose cycle types are the same with a.. Otherwise

there are
H o Sym(Yj) |<Zf T Z)
o(r;) TN
different centralizers of permutatlons whose cycle types are the same with a in S,,.

In the following tables we denote the number of acentralizers of the same type as a
permutation 7 by §Clg, (7).

m 10 (*7*) (%, %, %)

%] 1 2

cycle type | (13) ( 1 ah (31)

053(71') = Cl S3 53 ( 2 Sl) (Cl ! Sl) C 03 l Sl = 03
ﬂCSB (ﬂ-) 1 1

So, |Cent(Ss)| = 5.

T g) (%, %) (s, %,%) (o, %) (%, %) (%, %, %, %)

5] 6 8 3 6
cycle type | (1) (1%2,2Y)  (11,3Y) (2?) (4Y)
054(71') = S4 02 X 02 03 D4 04
ﬁ054(77') 1 3 4 3 3

So, |Cent(S,)| = 14.
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T ‘ 0 (, %) Gkyokyx) () (s, k) Gy ok k) (o, k) (s, ok, k) (o, 5k, %, %, )
|5 1 10 20 15 30 20 24

cycle type | (1°) (1%,2') (1%,3") (11,2?) (1t,4h)  (24,3Y (5"

C&%(ﬂj = |55 Oy x8S3 C3xCy Dg Cy Cy x C4 Cs

1Cs, () 1 10 10 15 15 10 6

So, |Cent(Ss5)| = 67.

6. CONCLUSION

The acentralizer of an automorphism of a group is defined to be the subgroup of
its fixed points. In particular the acentralizer of an inner automorphism is just a
centralizer. In this paper we computed the acentralizers of some classes of groups,
namely dihedral, dicyclic and symmetric groups. As a result we see that if n > 3, then
the numbers of acentralizers of the dihedral group and the dicyclic group of order 4n
are equal. Also we determined the acentralizers of groups of orders pg and pgr, where
p, ¢ and r are distinct primes.
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OPTIMIZING CHANCE CONSTRAINT MULTIPLE-OBJECTIVE
FRACTIONAL MATHEMATICAL PROGRAMMING PROBLEM
INVOLVING DEPENDENT RANDOM VARIABLE

BERHANU BELAY! AND SRIKUMAR ACHARYA?

ABSTRACT. This manuscript suggests a methodology to solve chance constraint
multiple-objective linear fractional mathematical programming problem in which
the parameters are dependent random variables to each other. The proposed problem
is formulated by taking few of the parameters as continuous dependent random vari-
ables. The proposed model cannot be solved directly by using existing methodology.
Thus in order to solve the proposed model, an equivalent deterministic model is de-
rived. The procedure to solve the proposed model is accomplished in two main steps.
Initially, the proposed multiple-objective chance constraint linear fractional mathe-
matical problem is transformed to deterministic equivalent multiple-objective linear
fractional mathematical programming by the help of chance constrained method. In
the second step, multiple-objective functions, which consist of fractional functions
is solved by using lexicographic programming approach. Finally, an example is
mentioned to illustrate the methodology.

1. INTRODUCTION

Nowadays, in real world problems, many decision making problems have multiple
and conflicting objectives. The mathematical programming problem involving more
than one objective functions that are conflicting in nature is known as multiple-
objective programming problem. If the objective functions are ratio of affine functions,
the problem is called multiple-objective linear fractional mathematical programming
problem.

Key words and phrases. Multiple-objective programming problem, chance constraint programming
problem, fractional programming problem, lexicography method, dependent random variables.
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In a multiple-objective linear fractional programming problem, the optimal solution
for one single objective need not be an optimal solution for the other single objective
function. As a result, another solution which is called compromise solution must be
needed to optimize all objective functions. A solution is said to be efficient solution, in
the event that it cannot improve one objective function without degrading their per-
formance in one of the other objective functions. There exist several methodologies to
find efficient solution of multiple-objective fractional programming problem. Some of
the methods seen in the literature are: J. S. Kornbluth and R. E. Steuer [11] proposed
simplex based method to get weakly efficient solutions for multi-objective fractional
programming problem. Luhandjula, [13] solved multi-objective fractional program-
ming problem using a fuzzy programming approach. Dutta et al. [8] solved a special
type of programming problem having identical denominators using variable transfor-
mation method. By applying techniques used in [6] for suitable transformation, M.
Chakraborty and S. Gupta [3] solved multi-objective fractional programming problem
based on set theoretic approach. Jain [9] proposed Gauss elimination method to solve
multi-objective linear fractional programming problem. Porchelvi et al. [14] presented
a method to find efficient solution of multi objective fractional programming problem
with the help of complementary method proposed by Dheyab [7] by transforming
fractional programming problem into equivalent programming problem. Tantawy
[16] presented a feasible direction method for multi-objective fractional programming
problem, where the denominators are identical functions.

In real world problems, the data of mathematical programming problem may not
be known with certainty. If the uncertainty occurs due to randomness, then the
programming problem is called stochastic programming problem. In this case, some
or all of the data of the programming problem can be characterized with random
variables following known distributions. There are two techniques that are used to
solve stochastic mathematical programming problems. Namely, chance constraint and
two stage mathematical programming. Our objective in this manuscript is to study
the chance constraint mathematical programming problem. Chance constraint math-
ematical programming is one of the method used to solve mathematical programming
problem at which the restrictions have fixed probability of violation. In this case the
randomness can be shown either within the coefficient of objective functions, with in
the constraint coefficients, within the right hand side parameters or in combination
of constraint coefficients, objective function, and right hand side parameters.

In this manuscript, the randomness occurs only in the left side of the constraints.
The difficulty of chance constraint programming problem is handling the chance
constraints.

To handle these constraints some researchers obtained the deterministic equivalent
of the problem with the concept of probability distribution function. Charnes and
Cooper [5] presented the deterministic equivalence of chance constraint programming
problem that includes independent normal random variables. Lingaraj and Wolfe [12]
obtained the deterministic equivalence of chance constraint programming problem
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where the random variable follow gamma distribution. Knott [10] presented chance
constraint mathematical programming by considering the parameters within the right
side of limitations as uniform random variables. Biswal et al. [2] solved single ob-
jective probabilistic linear programming problem by considering few parameters as
exponential random variables. Sahoo and Biswal [15] presented chance constraint
programming problem where the random variables within the joint constraint have
both normal and log normal distribution. Charles et al. [4] proposed chance constraint
programming by considering the parameters within the right side of limitations having
generalized continuous distribution. In spite of the fact that a few approaches are
presented to obtain the deterministic equivalence of chance constraint programming
problem including independent random variables, any method is not mentioned to find
the deterministic equivalence of chance constraint programming problem including
dependent random variables. i.e two random variables are called dependent random
variable, if the probability of events associated with one random variable influence
the distribution of probabilities of the other variable.

Chance constraint programming problem can be applied to the programming prob-
lem where the fractional objective functions are multiple, non commensurable and
conflicting each other. In this case, there is no single solution that optimizes all frac-
tional objective functions. The solutions of multiple-objective fractional programming
problem are known as compromise solution or efficient solution. In multiple-objective
fractional programming problem, decision makers need the satisfaction of criteria
instead of optimizing the objective function. However, such type of problems are
more complex when the parameters are uncertain. Recently Acharya et al. [1] solved
multi-objective chance constraint fractional programming problems involving two
parameters independent Cauchy random variables.

In this manuscript, an attempt has been made to get the lexicographic optimal so-
lution of chance constraint multiple-objective linear fractional mathematical program-
ming problem involving dependent normal random variable where the randomness
occurs only in the constraint coefficient.

Multiple-objective chance constraint linear fractional programming is a special class
of multiple-objective stochastic linear fractional programming problem.

This manuscript has been organized within six sections including the references.
The first section states about the brief introduction of programming problem. The
second section states the mathematical model of multiple-objective fractional program-
ming problem. Section 3 presents the transformation strategy of multiple-objective
chance constraint linear fractional programming problem into its deterministic equiv-
alent. Section 4 states the solution procedure of multiple-objective chance constraint
linear fractional programming problem. In Section 5 numerical example is given to
demonstrate the proposed method. The final section presents the conclusion of the
paper followed by references.
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2. MATHEMATICAL MODEL

The general multiple-objective fractional programming problem can be stated as:

: Ni(X)
2.1 C A =
(2.1) max / min : Zj Dr(X)
subject to
(2.2) S ajri(<, >, =), i=1,2,...,m,
j=1
(2.3) z; >0, j=12,...n,

where the functions N (X) and Dy (X) are continuous real valued functions defined
from R™ — R, the constraint functions can be linear or non linear functions, and the
variable X is n-dimensional vector.

If Z, are the objective functions which are defined on a compact set, then the
point 2° is compromise solution for the given problem, if and only if 2° optimizes
each objective function Z;. The compromise solutions exist if the feasible space is
non-empty and compact as well as the functions Nj(X) and Dy(X) are continuous
functions and the denominator is different from zero.

If Np(X) and Dy(X) are affine functions, the programming problem given by
(2.1)—(2.3) is called multiple-objective linear fractional programming problem. If the
parameters of multiple-objective linear fractional programming problem are uncertain
due to randomness, then the given programming problem is called multiple-objective
chance constraint linear fractional programming problem.

A multiple-objective chance constraint linear fractional programming problem is
expressed as:

Ni(X i=
(2.4) max : Zy = i ):Jnl , k=12, K,
Di(X) 5~ dya + dok
7j=1
subject to
(2.5) (Z a;;jx; < b) > « =1,2,...,m,
(2.6) <1, i=1,2...,m,
(2.7) x; >0, ]:1,2,...,n
where

n n
Z Cr; T + Cok and Z dkjﬂi'j + dOk,
-1 j=1
are linear functions of x;, ¢z, di; € R", a;; € R™*", co, and doy, are scalars, P indicates
probability, a; represents aspiration level for i-th constraint.
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3. TRANSFORMATION TECHNIQUE

In order to understand the transformation of multiple-objective chance constraints
linear fractional programming problem into its deterministic equivalent, we focus on
the following two cases.

Case 1. Let’s consider the following multiple-objective chance constraint linear
fractional programming problem with two decision variables z; and xs.

Nk(X) . Cr1T1 + CpaXo + Cro

3.1 min / max : 2y = = , k=1,2,..., K,
( ) / K Dk(X) dkliﬂl + dkgxz -+ dkO

subject to

(32) P(Gﬂfﬂl + Q229 S bl) Z (07N 1= 1,2, e,y

(3.3) 0<a; <1, i=1,2,...,m,

(3.4) x1,x2>0, j=1,2,...,n,

where cp121 + crpoa + cro and dypx1 + dpoxs + dig are linear functions of x; and o,
Ck1ly -5 Ck2y - - -5 Cko, dkla"'7dk27'--adk0 € R.

The mathematical programming problem (3.1)—(3.4) is equivalent to the mathe-
matical programming problem given by:

Nk(X) _ Cp1T1 + CraTo + Cr0o
Dp(X)  dizy + dyoza + dio’

(3.5) min / max : Zj = k=1,2,..., K,

subject to

(36) E(aﬂwl + Gigﬂﬁg) S bl — k/@i \/Var(ailxl + CLiQiL‘Q), 7 = 1, 2, oo,y
(3.7) 0<a; <1, i=1,2,...,m,
(38) 1'1,513220, j:1,2,...,n.

The equivalence of the two mathematical programming problems is proven by the
existence of one to one function. In this case, the normal probability density function
is used as a one to one function.
Let  be a normal random variable, then probability density function is expressed
by:
1 _@w?

f(x):U 27Te 202 . 0>0,—00 < i< o0.

In (3.6) assume that the coefficients a;; and a5 are dependent random variables having
normal distribution with variance o and mean . Let’s assume the i-th constraint in
the chance constraint given in (3.2)

(39) P(ailxl + ;9T S bz) Z Q5.
Let g be the random variable defined as ¢ = a;121 + a;022, then (3.9) is expressed by
(3.10) P(qg < b;) > a.



244 B. BELAY AND S. ACHARYA

Since ¢ is a linear combination of normally distributed random variables, then it is
a normal distributed random variable. Consequently the chance constraint given in
(3.10) can be expressed as

(3.11) ( E@) bi — E(q )
. \/ Var(q ,/Var

where E(¢) and Var(q) are mean and variance of the random variable ¢ and %(‘(1))
ar(q

is a standard normal random variable.
The equation (3.11) can be written using cumulative distribution function

1 b;—E(q) R
— Vi _2dz>az, wherez:iq (Q),

V2 J—oo Var(q)

and

(3.12) ¢(Q_M®)2au
Var(q)

where ¢(+) stands to standard normal random variable having ¢ = 0 and o = 1.
Assume that kg, indicates the value of random variable with ¢ = 0 and o = 1 fulfilling
@(ks,) = «a, at that point the constraint (3.12) is expressed as

b; — E(q)
3.13 0 > (k)
( ) ( ar(q)) = ( 52)

since ¢ continuous, the inequality (3.13) is satisfied only if

LE(Q) > kg,
Var(q)
or
(3.14) E(q) < bi — kg,y/Var(q) < 0.

Substituting ¢ = a; 71 + a;rs in (3.14), we have

(315) E(aﬂxl —I— aigl'g) S bz — kﬁi \/Var(ailxl + CL,‘QI’Q).

Substituting (3.15) in (3.2), the deterministic equivalent of the mathematical pro-
gramming problem (3.1)—(3.4) is expressed as

(X) _ G + Cra®2 + Cko
(X) dklﬂfl + dkg.’EQ + dk()’

(3.16) max : Z = k=1,2,... K,

N
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subject to

(317) E(ai1$1 + CLQIQ) S bfL — ]{352 \/Var(aﬂxl + CLQSL’Q), 1= 1, 2, oo, M,
(3.18) 0<o; <1, i=12....m,

(3.19) T1,29 >0, j=12...,n

because a;; and a;2 are dependent random variables, then Var(a;;x1 + ax9) is calcu-
lated as

(320) Var(aﬂxl -+ aiQxQ) = XHtX,
where X = (z1,22) and H is 2 X 2 covariance matrix which is defined as:

"o Var(a;1) Cov (a1, ao)
—\ Cov(aip,an)  Var(ap) '

Case 2. In this case, the multiple-objective chance constraint linear fractional pro-
gramming with n decision variables is expressed as:

CL:l; + C
Ne(x) _ = T

(3.21) min / max : Zj, = , k=1,2,... K,

Zl dkjﬂfj + dOk
]:

subject to

(3.22) P(ZmﬂﬁwJZa“i:Lzuwm
j=1

(3.23) 0<ao; <1, i=1,2,...,m,
(3.24) v, >0, j=12...n

Assume that a;; are dependent normal random variables having n decision variables,
then the chance constraint (3.22) is given by

i=1
Let ¢ is a random variable defined as ¢ = >, a;;z; —b;. Following the same procedure
as case 1 above, the deterministic equivalent of the chance constraint programming
problem is given by

(326) E (Z aijxj) S bz — k‘gz Var (Z Clijl'j) y
j=1

Jj=1
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substituting (3.26) in (3.22), the deterministic equivalent of the mathematical pro-
gramming problem (3.21)—(3.24) is expressed by:

£:1 Ckj + Cok
(3.27) min / max : 7, = 2 , k=1,2,... K,

'21 dkjl’j + dOk
j:

subject to

(328) E (Z CLZ'j.Ij) < bz - k‘gi Var (Z CLZ'jIj> R 1= 1, 2, BN S
j=1

j=1
(3.29) z; >0, j=12,...,n

Since a;; are dependent random variables then Var(q) is calculated as follows
(3.30) Var(q) = Var(a;1@1 + @io®a + aisxs + - - + apnxy), 1=1,2,...,m,

using the property of variance for the sum of dependent random variables we have
Var(a;1m1 + a2 + @323+ - - + apmr,) = X HT X, where H is n X n covariance matrix
which is expressed by

Var(a;) Cov(as,ain) -+ Cov(a, am)
H COV(aiQ, ail) Var(aig) R COV(QZ'Q, am)
Cov(ain, ai1) Cov(a,,ain) --- Var(a;,)

4. SOLUTION PROCEDURE

Since the mathematical programming problem given in (2.4)—(2.7) involves uncer-
tain parameters and several linear fractional objectives, it is difficult to discover the
lexicographic optimal solution directly. To find the lexicographic optimal solution
of the given multiple-objective chance constraint fractional programming problem,
first convert the multiple-objective chance constraint linear fractional mathematical
programming to deterministic equivalent multiple-objective linear fractional mathe-
matical programming. Then lexicography approach is applied to get the lexicographic
solution of the deterministic multiple-objective linear fractional programming problem.

We use the lexicographic ordering approach instead of general partial ordering
since it is a special case of general partial ordering approach. In this case, when
the lexicographic order has been imposed upon a set of objective functions, then all
elements of the objective function will be comparable to one under the ordering where
as partial orders are generated by a cone. In lexicography preferences are imposed by
ordering the objective functions according to their importance rather than assigning
weights. In this case, to solve single objective fractional programming problem, we
used complementary method which is proposed by A. N. Dheyab [7]. The method
is applied to change fractional mathematical model into equivalent mathematical
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model which is free from fractional functions. The idea is, to maximize fractional
objective function, the numerator must be maximized and the denominator must
be minimized. To do this, the fractional objective functions must be realized by
subtracting the denominator function from the numerator function. The resulting
objective function is maximized subject to given constraint. This shows that the
single objective fractional mathematical programming is changed to single objective
mathematical programming. Finally, the single objective programming problem is
solved by a suitable strategy or existing software.

The basic steps of the methods of multiple-objective chance constraint linear frac-
tional programming problem are given below.

Step 1. Transform the multiple-objective chance constraint linear fractional pro-
gramming problem into deterministic equivalent multiple-objective linear fractional
programming problem as mentioned in Section 3.

Step 2. From the objective function (minimization problem) take & = 1. The first
minimum value of N;(z) and the maximum value of D;(z).

Step 3. Formulate a mathematical programming problem as minzj(z) together
with the original constraints, where Zy(x) = Nj(z) — Di(x). This is because to
make the linear fractional programming problem minimum, the numerator must be as
minimum as possible, while the denominator must be as greater as possible, i.e., let
the numerator is denoted by min Ny (z) and the denominator is denoted by max Dy (x).
Then the denominator max D;(x) is converted to min D, (x) by multiplying both sides
by negative sign. Therefore, the new linear programming problem becomes min Z =
min N, (z) —min Dy (z) as stated in [7]. This can be written as min Z = Ny(x) — Dy (z).
This is done by putting the variable of numerator linear on the opposite signal with
code ey, it is added to the simplex method table in the line (m + 1) where as setting
the variable of denominator linear to its opposite signal with code es, it is add to the
simplex method table in the line m + 2, where the the bounds of the mathematical
model for m is from numbers and the target linear problem is based on the following
code,i.e., Z = Niey — Dyey, where Nj is the value of the numerator after compensated
the result of the value of x and D, is the value of the denominator after compensated
the result of the value of x. Taking e; = ey, we got Z = N7 — D;. Then the resulting
problem is solved by methods of single objective programming or existing software.

Step 4. Apply the same procedure for the second objective function Z,(z) = gzg;
In this case, the minimization of earlier objective function minz3(z) is considered as
an other constraint in addition to the original constraints.

Step 5. Once more the same strategy is applied for the third objective function and
the resulting single objective programming problem is optimized subject to the previ-
ous objective function min Z3(z) as constraint together with the original constraint.

Step 6. The method is continued until all the objective functions could be optimized.

then the value of Z; is taken as the

objective function is expressed as Z;(x) =
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The algorithm terminates once a unique optimum is determined. This means that
if we have n objective functions, then we do have n! sequence of objective functions.
This shows that n! possible lexicographic optimal solutions can be obtained from
the given problem. Hence the algorithm terminates if all possible sequential ordered
functions are optimized.

The values of the objective functions is obtained by substituting the lexicographic
solution to the original objective functions.

5. NUMERICAL EXAMPLE

Consider the following multiple-objective chance constrained linear fractional math-
ematical programming where the constraint coefficient of the left hand restrictions
follow dependent normal random variables.

8]31 + 14.T2
5.1 = —
( ) max 41 21:1 —|—4.§L’2 )

—16 9

(5.2) max Zy = Tt 9T ,

—61’1 + 5.132 + 3
subject to
(53) P((IHZL’I —+ aj9x9 S 30) Z 085,
(54) P(a21x1 “+ Q992 S 40) 2 095,
(5.5) z; >0, j=1,2

where a1, a12, as1, age are random variables that follow dependent normal distribution
with known parameters E(ay;) = 2, F(ai2) =4, E(a) = 1, E(ay) = 2, Var(ay;) =
16, Var(ajs) = 25, Var(ag;) = 49, Var(as) = 36, Cov(ai, a12) = 10, Cov(ag, ) =
14.

Now, using equation the problem given in (3.27)—(3.29) the deterministic equivalent
of the problem given in (5.1)—(5.5) is expressed as:

8[L‘1 + 14ZE2
5.6 = —=
(5.:6) max 2 2x1 + 4wy
—16x1 4 925
5.7 Ty =
(5.7) fax 22 —6x1 + g + 3’
subject to

(5.8) E(a1121 + a1222) < by — kg u1,
(5.9) Var(ajz1 + apz2) — y% =0,
(5.10) E(ag1@1 + agews) <40 — kg,ys <0,
(5.11) Var(agi 1 + assa) — y3 =0,
(5.12) T1, T2, Y1, 42 = 0.
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Using the property of mean and variance of dependent random variables we have:

(513) E(CLH(E1 + algiL'Q) = E(an)xl -+ E(alg)l'g
and
. Var(an) COV(au,alg) ] _$1_
Var(ay1x1 + ajo2) = { Ty T2 } _ Cov(ar, aiy) Var(ars) | |22, )

similarly, the variance of the second constraint is given by

Var(agl) COV((lQl,CL22> ] -5(71-

Var(anw: + azts) = { T Tz } Cov(ass, as) Var(ass) Tal| '

Substituting all the values of the given data in the problem (5.6)—(5.12), we have the
following deterministic multiple-objective linear fractional programming problems.

8I1 —+ 141’2
5.14 7= ———
(5.14) Hax 2 201 + 4wy + 27
—16ZL’1 + 9{L‘2
( ) fmax 22 —6[)31 + 51‘2 -3
subject to
5.16 211 + 4xo < 30 — 1.034y,,

11’1 + 21’2 S 40 — 1645y27
(4922 + 287,75 + 3623) — 32 = 0,
5.20) T1, T2, Y1, Y2 > 0.

)

5.17) (1627 + 202125 + 2523) — yi = 0,
)
)

The deterministic programming problem given in (5.14)—(5.20) is multiple-objective
nonlinear fractional programming problem. Using the above method, we can get the

lexicographic solution of the given mathematical problem.

Now, consider the first objective function max Z; = % and separate this

function into two functions namely, numerator and denominator. Using the procedure
in step 2, we have to formulate single objective programming problem together with
the given constraints which is stated by (5.21)—(5.26) as follows

(5.21) max Z; = (811 + 14x,) — (221 + 4wy + 2) = 621 + 1015 — 2,
subject to

(5.22) 211 + 4ay < 30 — 1.034y,,
(5.23) (1627 + 202125 + 2513) — yi = 0,
(5.24) Loy 4 225 < 40 — 1.645ys,
(5.25) (4927 + 287119 + 3623) — 5 = 0,
(5.26) T1, T2, Y1, Y2 = 0.
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Solving this nonlinear programming problem using LINGO software, we obtain the
following optimal solutions: x; = 1.113499, x, = 2.725417, y; = 16.31657, yo =
20.32563, with maximum value Z; = 31.93516.

Next, we consider the second objective function Z, = %. According to the
above procedure given in step 4, we formulate the non linear programming problem
as:

_ —16x1 + 929
5.27 Loy = =-10 4 3
( ) max Zo 6, + 52 — 3 r1 + 4r9 + 3,
subject to
5.28 21 + 4wy < 30 — 1.034y4,

)

) (1627 + 202115 + 2573) — yi = 0,
5.30) 1oy 4+ 229 < 40 — 1.645ys9,

) (4923 + 28122 + 3623) — y5 = 0,

) 621 + 1029 = 33.93516,

) T1, T2, Y1, Y2 = 0.

Here 627 + 10z, > 33.93516 is included in the constraint. Solving the nonlinear
programming problem given in (5.27)—(5.33), we obtain the following lexicographic
optimal solution: x; = 1.113499, x5 = 2.725417, y; = 16.31657, yo, = 20.32563, with
maximum value Z; = 2.766681.

Therefore, a lexicographic solution by above multiple-objective chance constraint

fractional programming problem is xz; = 1.113499, x, = 2.725417, with max Z; =
AT.06383 o 7 G.T12769
17.854083 " 2 = 3.946091°

In any multiple-objective programming problem, there exist a number of good lexi-

cographic solutions. These lexicographic solutions are equally acceptable. Choosing
the lexicographic solution depends on the situation that decision makers prefer. The
preference of decision maker depends on different conditions like budget, row material,
resource, time limit etc. Therefore, having more lexicographic solution to multiple-
objective programming problem is necessary for decision makers to select the best
solution among the given alternatives which satisfies their need and capacity. Hence,
we need to search more lexicographic solution for the above programming problem.
So, applying the above procedure given in section 4, first choose the second objective
function and optimizing subject to the given constraints, we have an optimal solution
r1 = 0.0000, x5 = 3.271538, y; = 16.35769, y, = 19.62923, with maximum value
Zy = 16.08615.

Next, optimizing the first objective function Z; subject to the original constraint
including Z, = —10z; — 4z, > 14.19455, obtain lexicographic optimal solution z; =
0.2538795, x5 = 3.156236, y; = 16.31267, y, = 19.60155, with maximum value
7, = 31.08564. Substituting these values to the original objective function gives to




OPTIMIZING MULTI-OBJECTIVE CHANCE CONSTRIANT PROGRAMMING 251

the lexicographic solution which is given by z; = 0.2538795, zo = 3.156236, with

_ 46.2183 _ 24.2183
max Z1 = {gs5g035> MAX Z2 = {7 557003

Finally, the two lexicographic solutions are given in Table 1.

TABLE 1. Lexicographic solutions

T X2 Zl ZQ(X)

1113400 2725417 706883 — G712760
0.2538795 3.156236 ot HIYRES

18.288939  11.257903

6. CONCLUSION

Multiple-objective chance constraint linear fractional programming are solved by
considering the coefficient of constraints as random variables following dependent
normal distribution. We consider that other data of the model are deterministic.
The formulated programming problem is converted to its deterministic equivalent
programming problem using the concept of cumulative probability distribution for
dependent random variables using the concepts of covariance. The resulting multiple-
objective fractional programming is solved by using lexicography method which is
prior method. Alternative lexicographic solutions are obtained using the proposed
method. The problem can be extended to the same programming problems involving
other dependent random variables.
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POSITIVITY AND PERIODICITY IN NONLINEAR NEUTRAL
MIXED TYPE LEVIN-NOHEL INTEGRO-DIFFERENTIAL
EQUATIONS

KARIMA BESSIOUD!, ABDELOUAHEB ARDJOUNI!, AND AHCENE DJOUDI?

ABSTRACT. In this work, we give sufficient conditions for the existence of periodic
and positive periodic solutions for a nonlinear neutral mixed type Levin-Nohel
integro-differential equation with variable delays by using Krasnoselskii’s fixed point
theorem. Also, we obtain the existence of a unique periodic solution of the posed
equation by means of the contraction mapping principle. As an application, we give
an example to illustrate our results. Previous results are extended and generalized.

1. INTRODUCTION

Differential and integro-differential equations with delays have received great atten-
tion and have become an active area of research. This is due to the fact that several
phenomena in life sciences, engineering, chemistry and physics can be described by
means of delay equations. Indeed, problems concerning the positivity, periodicity
and stability of solutions for differential and integro-differential equations with delays
have received the considerable attention of many authors, see [1]-[24], [26,27] and the
references therein.

Key words and phrases. Fixed points, positivity, periodicity, Levin-Nohel integro-differential equa-
tions.
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In this paper, we consider the following nonlinear neutral mixed type Levin-Nohel
integro-differential equation with variable delays

d mo ot m o tdo(t)
pr t)==> /t_Tj(t) aj(t,s)x(s)ds — jz:l/t bj (t,s)x(s)ds

j=1
d

(1.1) +ag(t,x(t—Tl(t)),...,x(t—Tm(t))),

where a;, b;, 7;, 0; and ¢ are continuous functions with 7; (¢t) > 0, o, (t) > 0, j =

1,...,m. In this work, we use the idea of integrating factor to convert the equation

(1.1) into an integral equation. Then, we employ Krasnoselskii’s fixed point theorem
to show the existence of periodic and positive periodic solutions of (1.1). Also, we
obtain the existence of a unique periodic solution by using the contraction mapping
principle. An example is given to illustrate our main results.

In [9], we investigated the asymptotic stability of the zero solution for (1.1) by using
the contraction mapping theorem. Also, in the special case a; (t,5) =0, j =2,...,m,
bj(t,s) =0,j=1,...,mand g(t,x1,%2,...,Tm) = ¢1 (t, 1), in [10], we proved the
existence and uniqueness of periodic solutions and the existence of positive solutions
for (1.1) by appealing Krasnoselskii’s fixed point theorem and the contraction mapping
theorem. Then, the results presented in this paper extend and generalize the main
results in [10].

2. EXISTENCE AND UNIQUENESS OF PERIODIC SOLUTIONS

For T" > 0 let Pr be the set of all continuous scalar functions x periodic in ¢ of
period T'. Then (Pr, ||-||) is a Banach space with the supremum norm

]| = sup [ (#)] = sup [z (t)].
teR te]

)

Since we are searching for the existence of periodic solutions for (1.1), it is natural to
suppose that

aj(t+T,s+T)=a(t,s), bj{t+T,s+T)=0bjt,s),
(2.1) Tt +T) =7(t), o;E+T)=0;(t),
with 7; and o; being scalar continuous functions, 7; (t) > 77 > 0 and o} (t) > o} > 0,
j=1,...,m. Also, we suppose

t+o; (t

(2.2) /OTA(z)dz>0, Z/t (t,s) dS—I—Z/ s)ds.

The function g (¢, x1, xa, . . ., x,,) is periodic in t of period T, it is also globally Lipschitz
continuous in z;, j = 1,...,m. That is

(2.3) gt+T,x1,29,...,00) =g, T1,22, ..., T),
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and there are positive constants F;, j = 1,...,m, such that
(24) |g (twrlax% s 7$m) _g<t7y17y27 s >ym)’ S ZEJ |:Bj _yj| .
j=1

The next lemma is crucial to our results.

Lemma 2.1. Suppose that (2.1)—(2.3) hold. Then, x € Py is a solution of the equation
(1.1) if and only if x satisfies

v (t) =G, (t) — (1 e A<Z>dZ) B

(2.5) < | tT (Lo (5) + Na (5) + A (8) G (s)] e~ - AGHE g,
where

(2.6) Ge(t)=g(t,z(t—71(1),....x(t =7 (1)),

and

— i /ttT. ) aj(t,s) (/St (i /uum(u) ay (u,v) x (v)dv

(2.7) + Z / v)z (V) dy) du+ G, (s) — G, (t)) ds

u+oy, (u)

and

m m

Nt =3 / () < / t (; / “w) ax (u, 1) 7 (v) dv
(2.8) + Z / )z (V) du) du+ G, (s) — G, (t)) ds.

u—l—ak

Proof. Obviously, we have

Z/t o ( (t)—/: aix(u)@) ds

N Z/H—Uy()bj . 9) (m o) st aix () dU> ds — ;;th (t) = 0.

J=1
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So,

d m ot tcr](t)
dtx(t)—kx(t)(z:l/t_TJ) tsds+Z/+ ds)

> ajts(/ () i

m

_Z/t”‘” (/ )ds—thz(t) = 0.

7=1

Substituting 89” from (1.1), we get

d m t+o;(t
7" (Z_:/t Tj(t) (t,s ds—l—Z/ ds)
m t t m u
— a;(t,s — ag (u,v)x (v)dv
j;/t_w) o[ S [ e
m o rutoy(u) 0
-y bp (u,v) z (v)dv + 8—Gx (u)) du] ds
k=1""
i /tm [ / ( Z /  (v)dv
j=1 t u—Tk(u
m utog(u 0 d
(2.9) Z (u,v)z (v)dv + %Gx (u)) du] ds — %Gx (t) = 0.
By performmg the integration, we obtain
t 0
(2.10) i %Gx (u)du =G, (t) — G, (s).
Substituting (2.10) into (2.9), we get
d

dt dt

where A and L, and N, are given by (2.2), (2.7) and (2.8), respectively. We rewrite
this equation as

(2.11) Ccllt {z () =G ()} = —A®) (¢ (t) = Ga (1) = A(t) Gu (t) = La (£) — Na (¢) -

Multiply both sides of (2.11) with eJo A®4 and then integrate from ¢t — T to t to
obtain

A a[as(s) \ (5)] elo 4=

T 08

- / N, (5) + A () Gy ()] elo A%,
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As a consequence, we arrive at
(@ () — Gy () oAM= _ (4 (t = T) = Gy (t = T)) elo A=
t S
== [ 1L () + Mo (5) + A(3) G ()] el A4
t—T

t
Dividing both sides of the above equation by eJo AGM= anq using the fact that z (t) =
x (t —T), we obtain

t —1 ¢ t
= — <1 —e fth A(z)dz> / [Lx (s) + N, (s) + A (3) G, (S)] e fs A(Z)dzds.
=T
Since each step is reversible, the converse follows easily. This completes the proof. [

Define the mapping H by
(H) (1) =G (1)~ (1~ eJ?TA<z>dz)‘1
(2.12) x [ L (9) 4 No () + A () Gy ()] € LA gs

It is clear form (2.12) that H : Pr — Pr by the way it was constructed in Lemma 2.1.

Next, we state Krasnoselskii’s fixed point theorem which enables us to prove the
existence of periodic and positive periodic solutions. For the proof of Krasnoselskii’s
fixed point theorem we refer the reader to [25].

Theorem 2.1 (Krasnoselskii). Let M be a closed bounded conver nonempty subset
of a Banach space (B, ||||). Suppose that C and B map M into B such that

(i) x,y € M implies Cx + By € M;

(17) C is continuous and CM is contained in a compact set;

(1ii) B is a contraction mapping.
Then there exists z € M, with z = Cz 4+ Bz.

We note that to apply the above theorem we need to construct two mappings; one
is contraction and the other is continuous and compact. Therefore, we express (2.12)
as

(He) (t) = (Bp) (t) + (Cp) (1),
where C, B : Pp — Pr are given by
(2.13) (Bp) (t) = G, (1),

and
(2.14)

() (1) == (1= I ) (5) 4 N () 4 A L) Gy ()] e LA
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To simplify notations, we introduce the following constants

t —1 m S
n = (1 —e ftTA(z)dz) , p=sup [ sup (/ |aj (s, w)| dw) 7
te[0,T) \ se[t—T,t] j=1 \/s—75(s)
s s+0j(s) t
0 = sup ( sup Z </ |b; (s, w)|dw>) , Y= sup ( sup e /. A(z)dz> ,
te[0,T] \ s€[t=T\1] ; s te[0,T] \s€[t—T,t]

d = sup < sup < sup < / lag (u,v)|dv
te[0,T] \se[t—T,t] \we[t—T,t] k=1 Y u—Tk(u)

(2.15)

+Z/u+ak(u bk, (u, 1/)|du> du)), a= sup |Go(t)].

t€[0,T]

Lemma 2.2. Let C be given in (2.14). Suppose that (2.1)~(2.4) hold. Then C : Pp —
Pr is continuous and the image of C' is contained in a compact set.

Proof. To see that C' is continuous, let ¢,v € Pr. Given € > 0, take § = £ with
N = m/T(p + Q) (5 +3>0, Ej) where Ej, j = 1,...,m, are given by (2.4). Now,
for [l — ]| < B we get

|Cp — CY

<m/ (5+22E)H90—¢I|+9(5+2§:1Ej> llp — |l
+(p+o (ZE> ||<P—¢||] ds

<m/ (p+0) (5+3ZE> o — | ds

j=1

<Nl =9 <e

This proves that C' is continuous. To show that the image of C' is contained in
a compact set, we consider D = {p € Pr: ||¢|| < R} where R is a fixed positive
constant. Let ¢ € D. Observe that in view of (2.4) we have

G, ()] = (G (£) — Go (1) + Go ()] < |Gy (£) — Go ()] + G (8)] < 3 B Ill] + e

J=1
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p(5R+2 (RiEj—l—oz))

=1

Consequently,

t
IColl <m [
t=T

ds

<mT (p+ o) (5R+3 (RiEj—i—oz)) = L.

=1

So, C' (D) is uniformly bounded. Next, we calculate (C¢) (t) and prove that C (D)
is equicontinuous. By making use of (2.1)—(2.3) we get by taking the derivative in
(2.14) that

(Co) (t) = —A (1) (Cp) (1) — Ly () = Ny (1) = A (1) Gy (1)

< F, for some positive constant F'. So,

Thus, the above expression yields H(Cgp)/
C' (D) is uniformly bounded and equicontinuous. Hence by Ascoli-Arzela’s theorem
C (D) is relatively compact. Then, C' (D) is contained in a compact set. O

Lemma 2.3. Suppose that (2.1), (2.3) and (2.4) hold, and
(2.16) S E <1,
j=1

where E;, j = 1,...,m, are given by (2.4). If B is given by (2.13), then B is a
contraction mapping.

Proof. Let B be defined by (2.13). Then for ¢, 1 € Pr we obtain
1B — Byl = sup [(By) (t) — (BY) (t)]
te[0,T

<SE sup et -7 (1)~ (-7 (1)

=1 teo,T]

< (Z Ej) le — 9l
j=1
Hence, B defines a contraction mapping. O]

Theorem 2.2. Assume that (2.1)~(2.4) and (2.16) hold. Let J be a positive constant
satisfying the inequality

(2.17) JY Ej+a+mT(o+p) (5J+3<JZEJ-+O¢>)§J.
j=1

Jj=1

Let M ={p € Pr: ||¢|| < J}. Then the equation (1.1) has a solution in M.
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Proof. By Lemma 2.2, C' : M — Pr is continuous and C (M) is contained in a

compact set. Also, by Lemma 2.3, the mapping B is a contraction and it is clear

that B : M — Pr. Next, we prove that if p,9 € M, we have ||Cy + By|| < J. Let
|Cp + By

@, € M with |||, |[¢|| < J. Then
m t m
(S8 Wl +atm [ o dlel+2( X5 lel+a
j=1 - j=1

+@(6H¢H+2(§Ej||sou+a)) (0+0) (( j)usouw)

SJiEj+Oé+7]'7T(Q+p) (6J+3(JZE + ))

j=1 7j=1

<J.

ds

We now see that all the conditions of Krasnoselskii’s theorem are satisfied. Thus there
exists a fixed point z in M such that z = Cz + Bz. By Lemma 2.1, this fixed point
is a solution of (1.1). Hence, (1.1) has a T-periodic solution. O

Theorem 2.3. Suppose that (2.1)-(2.4) hold. If

(2.18) S E;+mT (o+p) (5+3ZEJ) < 1,
j=1 j=1

then the equation (1.1) has a unique T-periodic solution.

Proof. Let the mapping H be given by (2.12). For ¢,% € Pr, in view of (2.12), we
obtain

HHw—HwHS(E:@4WWT@+W)G+3§:EJ)Hw—ww
j=1 j=1
This completes the proof by invoking the contraction mapping principle. 0]

Corollary 2.1. Suppose that (2.1)~(2.3) hold. Let J be a positive constant and define
M ={p € Pr: || < J}. Suppose there are positive constants Er, j=1,...,m, so
that for x,y € M we have

gt a(t—m(t), et =7 @) =gy =7 (), -yt =7 (1))

gfle;w—Tj(t))—y(t—n<t>>|.
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If % B <1 and |[Hp|| < J for p € M, then (1.1) has a T-periodic solution in M.
j=1
Moreover, if
Y E+mT (e+p) (5+3ZE§) <1,
=1 =1
then (1.1) has a unique T-periodic solution in M.

Proof. Let the mapping H be given by (2.12). Then, the results follow immediately
from Theorem 2.2 and Theorem 2.3. 0

Example 2.1. For small positive €, €5 and €3, we consider the nonlinear neutral mixed
type Levin-Nohel integro-differential equation with variable delay

jt ()—I—el/tzw(1+sinw(t_s))x(s)d8

(2.19)  +e /t aE (2+cosw(s—1t))x(s)ds— 63575 (sin (wt) x <t - 27T>> =0,

w
where w is a positive constant. So, we have

ai (t,s) =1 (1 +sinw (t—s)), bi(t,s)=e(2+cosw(s—1)),

0; (t.8) =b; (t,5) =75 () = 03 () =0, j=2.....m,
N )=, ou(t) =

Y

S

and

2
gt (=7 (1) (b = 7 (1)) = cosin ) o (1= ).

w
Proof. Define M = {gp € P ]| < J}, where J is a positive constant. For ¢ € M,

we have
2 2

2\ —1 2
[Hell Seas + (1= e E)) (861 4+ 66) T [8e1J+6e2 T J+3e?

Thus, the inequality
. 2 2

2\ —1 2
(2.20) e5J + (1 _ etae)(¥) ) (81 + 6e2) 12 lgelﬂj +6en 5T 436’ <

which is satisfied for small €, €2 and €3, implies |[Hp|| < J. Hence, (2.19) has a
2U’T—periodic solution, by Corollary 2.1.

For the uniqueness of the periodic solution, we let ¢,1 € M. From (2.19) we see
that

)2 -1
n= (1 _ (et (3F) > , p= 2l51, 0= 2152, v < 1.
w w
Also o = 0, E = 2e3J?, where J is given by (2.20). If

son2y —1 2 2 2
2e3J + (1 — e*(51+€2)(7) ) (8ey + 682) T [8517r + 6527r + 6e3J



262 K. BESSIOUD, A. ARDJOUNI, AND A. DJOUDI

is satisfied for small &1, 5 and €3, then (2.19) has a unique ——perlodlc solution, by
Corollary 2.1. O

3. EXISTENCE OF POSITIVE PERIODIC SOLUTIONS
For a non-negative constant L and a positive constant K, we define the set
M={pePr:L<p<K},
which is a closed convex and bounded subset of the Banach space Pr. To simplify
notation, we let

1 t
f = max < max e~ Js A(z)d'z>, A = min ( min e J A(Z)d2>_

te[0,T) \ s€[t—T\t] te[0,T] \ s€[t—T,t]

In this section we obtain the existence of a positive periodic solution of (1.1) by
considering the two cases; G, (t) > 0 and G, (t) <0 forallt € R, x € M.

In the case G, (t) > 0, we assume that there exist non-negative constants ki; and
positive constants kg, 7 = 1,...,m, such that

(3.1) Zli (t—7;(t Zkgj (t—1; (%),

(32) Z ij <1,
=1
and for all t € [0,7], x € M
L<1—§k1j> K<1—§:k2j>
j=1 j=1
. <F ()< ,
(3:3) AT k)= noT

where F, (t) = —L, (t) — N, (t) — A(t) Gy ().

Theorem 3.1. Assume that (2.1)—(2.4), (2.16) and (3.1)—(3.3) hold. Then the equa-
tion (1.1) has a positive T-periodic solution x in the subset M.

Proof. By Lemma 2.1 z is a solution of (1.1) if z = Cz + Bx, where C and B are
given by (2.14) and (2.13), respectively. By Lemma 2.2, C' is continuous and compact.
Moreover, by Lemma 2.3, B is a contraction. We just need to prove that condition
(i) of Theorem 2.1 is satisfied. Toward this, let ¢, € M, then

(BY) (t) + (Co) (1)

=Go )= [ Lo () + Ny (5) A () Gy (s)] e A0
m (1_ )
< , = = K.
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On the other hand, we have
(BY) (t) + (Co) (1)

=G ()= [ (L (9)+ N (9) + A () Gy (s)) 2 4005

. <1_ zlku)
>SLS ki +n)\T = = L.

Clearly, all the hypotheses of Krasnoselskii’s theorem are satisfied. Thus there exists
a fixed point x € M such that x = Bx 4+ Cx. By Lemma 2.1 this fixed point is a
solution of (1.1) and the proof is complete. O

In the case G, (t) < 0, we substitute conditions (3.1)—(3.3) with the following
conditions respectively. We suppose that there exist negative constants ks; and non-
positive constants ky4j, j = 1,...,m, such that

(3.4 Sk (17, (0) S6. () < Sbuge (7, (),

j=1
and for all ¢ € [0,7], z € M
L—K3 ks K—LY ky
j=1 j=1
. P W<
(3.6) TS (t) < 0T

Theorem 3.2. Suppose that (2.1)-(2.4), (2.16) and (3.4)~(3.6) hold. Then the equa-
tion (1.1) has a positive T-periodic solution x in the subset M.

The proof follows along the lines of Theorem 3.1, and hence we omit it.

Acknowledgements. The authors gratefully acknowledge the reviewers for their
helpful comments.
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ESSENTIAL APPROXIMATE PSEUDOSPECTRA OF
MULTIVALUED LINEAR RELATIONS

AREF JERIBI' AND KAMEL MAHFOUDHI!

ABSTRACT. One of the fundamental ideas investigated in A. Ammar, A. Jeribi
and K. Mahfoudhi in [5] is that of providing conditions under which the essential
approximate pseudospectrum of closed, densely defined linear operators have a
relationship with Fredholm theory and perturbation theory. In this paper the
approximate pseudospectrum and the essential approximate pseudospectrum of
closed, densely defined multivalued linear relations are introduced and studied, and
work done in the aforementioned papers are extended to general multivalued linear
relations

1. INTRODUCTION

A vast number of the problems that have been investigated in the Banach algebra
setting originated in the context of bounded linear operators or multivalued linear
relations on a Banach space. Let X denote a linear vector space over K =R or C. T
multivalued linear operator on X is a mapping from a subspace D(T") of X, called the
domain of T', into the collection of non empty subsets of X such that

T(axy + Baz) = oT (1) + BT (),

for all non zero scalars o, 5 € K and z,29 € D(T). If T maps the points of its
domain to singletons, then 7' is said to be a single valued linear operator or simply
an operator, which is equivalent to 7'(0) = {0}.

Key words and phrases. Pseudospectrum, approximate pseudospectra, essential approximate pseu-
dospectra, multivalued linear relations.
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We denote by LR(X) the class of linear relations everywhere defined. T € LR(X)
is uniquely determined by its graph G(7'), which is defined by
(T) ={(z,y) e X x X :2€ D), y € Tx},
so that we can identify 7' with (7). The closure and completion of T', denoted by T

and T, respectively, is the linear relation defined by

S(T) :=5(T),

S(T) :=5(T).

We denote by CR(X) the class of all closed linear relations from X into X. The
inverse of T is a linear relation 7! given by

S(T71) = {(y. ) : (x,9) € S(T)}.
If §(T) is closed, then T is said to be closed,
N(T) :={x € D(T): (x,0) € S(T)} and R(T):=T(D(T))

denote kernel structure and the range of the relation 7', respectively. The linear
relation T'+ S is defined by

S(T+S):={(r,y) € X x X :y=u+v with (x,u) € §(T), (z,v) € §(9)}.
Let T € LR(X) and S € LR(X) where R(T) N D(S) # (. The product of ST is
defined by

G(ST) :={(x,2) € X x X : (x,u) € §(T) and (u, z) € §(5) for some u € X}.

Let Q7 denote the quotient map from X onto X/7'(0). We shall denote QTO) by Q7.
Clearly, Q7T is a single valued operator and the norm of 7" is defined by

1T = [1QrT.

We say that T is continuous if for each neighborhood V in R(T), T1(V) is a
neighborhood in D(T) ( ||T'|| < o0), bounded if it is continuous with D(7') = X, open
if T~ is continuous, equivalently v(7") > 0 where v(T') is the minimum modulus of
T defined by

+(T) = sup {)\ > 0: Ad(z, N(T)) < | T|| for « € D(T)},

where d(z, N(T)) is the distance between x and N(7"). If D(T") and if ||T'|| < oo, then
we shall say that 7" is bounded.

The class of such relations is denoted by LR(X) and we denote by £(X) the set of
all bounded linear operators from X. For 7' € LR(X), we write

a(T) == dimN(T), B(T) :=dim X/R(T), B(T) :=dim X/R(T),

and the index of T' is the quantity i(T") := «(T) — B(T') provided that «(7T) and
B(T) are not both infinite. We say T is upper semi-Fredholm, if there exists a finite
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codimensional subspace M of D(T') for which T}y is injective and open. If M and N
are subspaces of X and of the dual space X' respectively, then

ML:{feXﬂxﬁgzomNMxeA4

and
NT .= {x €eX:z(x)=0forallz e N}.

The conjugate of T € LR(X) is the linear relation 7" defined by
G(T):=G(-THr cY x X,

so that (y,2") € §(T") if, and only if, 3 (y) = ' (z) for all (x,y) € G(T).
A closed linear relation 7" acts from X into X.

Definition 1.1. Let 7' € LR(X).
(¢) T is said to be upper semi-Fredholm, if there exists a closed, finite, codimensional
subspace M of X, such that the restriction 7'|); has a single valued continuous inverse.
(44) T is said to be lower semi-Fredholm linear relation if its conjugate T" is
uppersemi-Fredholm linear relation.

We denote by F, (X), the set of upper semi-Fredholm linear relations and by F_(X)
the set of lower semi-Fredholm linear relations.

In the case when X is Banach space, we extend the classes of closed single-valued
Fredholm type operators given earlier to include closed multivalued operators, and
note that the definitions of the classes ¥, (X) and F_(X) are consistent, respectively,
with

o, (X) = {T € CR(X) : a(T) < oo and R(T) is closed in X},

O (X)= {T € CR(X) : B(T) < oo and R(T) is closed in X}.

O(X) := @, (X)NP_(X) denotes the set of Fredholm relations from X and &4 (X) :=
O, (X)UP_(X) denotes the set of semi-Fredholm relations from X.

We say that T is strictly singular, if there is no infinite dimensional subspace M of
D(T') for which the restriction 7’| has a single valued continuous inverse.

The families of all compact and strictly singular linear relations will be denoted by
KR(X) and SSR(X), respectively.

Let T € LR(X), the set

p(T) = {)\ € C: A\ —T is injective, open with dense range on X}.

Referring back to the closed theorem of linear relations (see [16,17]), when T is closed
and X is a Banach space, this coincides with the set

{)\ € C: (A—T) !is everywhere defined and single Valued}.

Therefore, our definition of a resolvent set coincides with the standard definition for
bounded or closed operators in Banach spaces.
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The spectrum of T is the set o(T) := C\p(T'). The set p(T') is open, whereas the
spectrum o (7T') of a closed linear relation 7' is closed. The approximate point spectrum
of T' is the set defined by

oop(T) = {)\ € C: A\ —T is not bounded below}.
The defect spectrum of T' is the set defined by
os(T) :== {/\ € C: A =T is not surjective}.
Let T'€ LR(X) and € > 0. We define the pseudospectra of a linear relation 7" by
7:(T) = o(T) U {Ae T [ =T) "] > i}
The approximate pseudospectrum of a linear relation 7" by the set

Gane(T) = 00p(T) U {A eC:  inf__ ||(A=T)z| < g},

x€D(T)\N(T),
llell=1

and the defect pseudospectrum of a linear relation 7' by
o5:(T) = aapvg(T/).

Our concern in this paper is mainly the following essential pseudospectra

Oe1(T)=C\{Ae€eC:AN=T+S5Se€ P, (X) forall SeIp(X)},
Oe2(T) =C\{ANeC:AN=T+Se€d_(X)forall SeIp(X)},
Oe3(T) =C\{Ae€C:AN=T+S5 e, (X) forall SeIp(X)},
Oese(T) =C\{AN€C: AN=T+ S € ®(X) forall S €Ip(X)},

where
Ir(X) :={S € LR(X) is continuous : ||[S|| < &, D(S) D D(T) and S(0) C T(0)},
owe(T) = m oo(T' + K),

KeXr(X)
Ueap,E(T> = ﬂ Oap,e (T + K),
KeXr(X)
Oes,e (T) = m O5,e (T + K)
KeXp(X)

and
Kr(X) :={K € KR(X) : D(K) D D(T) and K(0) C T(0)}.
We turn our attention to the following inclusions
Oe1e(T) N 02 e(T) =0e3(T) C 0ese(T) C 0y e(T) C 0 (T),
Oe1(T) COeap(T) and e (T) C 0es.(T),
Owe(T) =Ccape(T) U 0ese(T).
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If £ tends to 0, we recover the usual definition of the essential spectra of a closed
operator T'. The subsets ¢ (.) and oes(-) are the Gustafson and Weidmann essential
spectra, o.3(+) is the Kato essential spectrum, o.4(+) is the Wolf essential spectrum,
ou(+) is the Schechter essential spectrum, o..,(-) is the essential approximate point
spectrum and o.4(-) is the essential defect spectrum.

Remark 1.1. Let T € LR(T).

(i) If €1 < &9, then 0, (T) C 0;,(T) with j =1,2,3,4,w, eap, é.

(1) It is clear that o0;.(T), with j = w,eap,d has a remarkable stability, any
compact perturbation K € Kp(X) leaves the essential pseudospectrum invariant,
then we have 0;.(T + K) = 0,.(T), with j = w, eap, .

This paper is a continuation of the research which was undertaken by A. Ammar and
A. Jeribi in works [3,5,6,13] and was devoted to special subsets of the pseudospectrum
and the essential pseudospectrum of closed, densely defined multivalued linear relations

Owe(T) := (| o.(T+K):= |J ou(T+D),
KeXr(X) | D||<e
where
ou(T) := ﬂ o(T+ K).
KeXr(X)

Also, for the benefit of the reader we review an important result about pseudospectrum
from [7-10] and [11,12].

After compressing or depressing them, certain parts of pseudospectrum of an linear
relations acting between Banach space may be distinguished. Among these parts, we
are interested in two: one is the approximate pseudospectrum and the other is the
essential approximate pseudospectrum. Motivated by the approximate pseudospec-
trum versions introduced by M. P. H. Wolf [22] in the case of linear operator, it
becomes possible to extend this definition to the case of multivalued linear relations
of closed, densely defined multivalued linear relations. Recently, J. M. Varah [21], has
introduced the first idea of pseudospectra. L. N. Trefethen [18,19], not only initiated
the study of pseudospectrum for matrices and operators, but he also talked of ap-
proximate eigenvalues and pseudospectrum and used this notion to study interesting
problems in mathematical physics. In the same vein, several authors have worked on
this field. For example, we may refer to E. B. Davies [15].

The main aims of this work are the following: we introduce and study the ap-
proximate pseudospectrum and the essential approximate pseudospectrum of closed,
densely defined multivalued linear relations. We begin by the definition and we investi-
gate the characterization, the stability and some properties of these pseudospectrum.

We organize our paper in the following way. In Section 2 contains preliminary and
auxiliary properties that will be necessary in order to prove the main results of the
other sections. Some results concerning approximate pseudospectrum and essential
approximate pseudospectrum are established in Sections 3 and 4. The main focus
of this section are Theorems 3.4, 3.5 and 4.1. Subsequently, we apply the obtained
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results to study the invariance and the characterization of the essential approximate
pseudospectrum of a closed multivalued linear operator.

2. PRELIMINARY RESULTS

In this section we collect some results of the theory of multivalued linear operators
which will be needed in the following sections.

Definition 2.1. Let S € LR(X) be continuous where, X is normed spaces.

(i) S is called a Fredholm perturbation if '+ S € ®(X), whenever T' € &(X).

(#7) S is called an upper semi-Fredholm perturbation if 7'+ S € ®, (X)), whenever
Ted, (X).

(77i) S is called a lower semi-Fredholm perturbation if 74+ S € ®_(X), whenever
Ted_(X).

The sets of Fredholm, upper and lower semi-Fredholm perturbations are denoted
by P(®(X)), P(P, (X)), and P(P_(X)), respectively.
We denote also the set
Pr(®(X)) :={S € P(®(X)):S5(0) c T(0) and D(S) D D(T)},
Pr(®, (X)) :={S € P(P,(X)):5(0) CcT(0) and D(S) D> D(T)}
and
Pr(®_(X)):={S € P(®_(X)):S(0)CcT(0) and D(S) D D(T)}.
In general by [2] we have
Kr(X) CPr(P (X)) CPr(P(X)) and Kp(X) C Pr(P_(X)) C Pr(P(X)).

Lemma 2.1 ([2]). Let T € CR(X), where X is Banach spaces. Then the following
hold.
(i) If T € ®(X) and S € Pr(P, (X)), then T+ S € ,.(X) and i(T + S) =i(T).
(it) If T € ®_(X,Y) and S € Pp(®_(X)), thenT+S € ®_(X) andi(T+S) = i(T).

Lemma 2.2 ([16]). Let T € LR(X). Then for x € D(T), we have the following
equivalence:

(i)y e Te < Tx=y+T(0).

In particular,

(i1) 0 € Tex & Tx = T(0).

Lemma 2.3 ([16, Corollary 1.2.11]). Let T' € LR(X). Then
(1) T'Tx =2+ T(0) for all v € D(T);
(i) TT 'y =y + T(0) for ally € R(T).

Lemma 2.4 ([16, Proposition I1.1.4 and I1.1.6]). Let X is normed spaces and T €
LR(X). Then

(i) | Tx|| = d(y,T(0)) for any y € T'z;

(i) ||Tz|| = d(Tz,T(0)) = d(Tx,0) (x € D(T));

(4it) ||T'|| = sup,ep, |T2|| with Bx :={xr € X : ||| < 1}.
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Lemma 2.5 ([12, Proposition 3.1]). Let S, T € LR(X) such that S(0) C T(0),
D(T) C D(S). If T € CR(X) and S is continuous, then S+ T € CR(X).

Theorem 2.1 ([16, Theorem I11.4.2]). Let T € CR(X), then
(2) T is continuous if and only if D(T) is closed;
(13) T is open if and only if R(T) is closed.

Lemma 2.6 ([16, Proposition 11.3.20]). Let T' be open and injective and let S € LR(X)
be a linear operator satisfying ||S|| < v(T). Then T + S is open and injective.

Proposition 2.1 ([16, Proposition 1.4.2], [14, Lemma 2.4|). Let R, S,T € LR(X).
Then

(1) (R+ S)T C RT + ST with equality if T is single valued.

(i1) Let T € LR(X) and S, R € LR(Y, Z). If T(0) C N(S) or T(0) C N(R), then
(R+S)I'=RT + ST.

Theorem 2.2 ([16, Theorem I11.5.3]). Let X,Y be Banach spaces and let T € CR(X).
Then T is open if and only if R(T) is closed.

Theorem 2.3 ([12, Theorem 2.2]). Let S,T € LR(X) be closed. We have the follow-
ing.
(0) If S, T € . (X), then ST € . (X) and TS € . (X).
(i1) If S, T € ®_(X), with T'S (resp. ST') closed, then TS € ®_(X) (resp. ST €
o_(X)).
(iii) If S,T € ®(X), then TS € ®(X) and i(T'S) = i(T) + i(S) + dim X /(R(S) +
D(T)) — dim[S(0) (1 N(T)].
() If S and T are everywhere defined and TS € &, (X), then S € &, (X).
(v) If S and T are everywhere defined such that TS € ®(X) and ST € ®(X), then
SeP(X)and T € O(X).

3. THE APPROXIMATE PSEUDOSPECTRUM OF LINEAR RELATIONS

The goal of this section is to study the approximate of pseudospectrum of closed,
densely defined multivalued linear relations.

Proposition 3.1. Let T' € LR(X) where X is a normed space. Then
Oupe(T) C o.(T).
Proof. Let A ¢ o-(T), then [|[(A —=T)~"|| < L. Moreover,

1 ey el
il [A—D)zl e, |- D)zl
xeml(lTH)E@, e ﬁ = 1
(3.1) = Sup =

oxaenyw |(A = Tl
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Putting x := (A — T) 'y we have
A=T)z =AN=T)A—T)"'y (by Lemma 2.3)
=y+ A =T)0).
Using Lemma 2.2, we obtain that y € (A — T)z. On the other hand, (A —T)(0) =
A0) —=T(0)=0—"T(0) =T(0). Also by Lemma 2.2, 0 € T(0) and from Lemma 2.4

we have

(3.2) (A =T)z| = d(y,(A=T)(0)) = d(y,T(0)) < d(y,0) = |lyll.
Combining (3.1) and (3.2) that
A—T)1 L 1
yeX\{0} [yl £
Consequently,

inf |((A=T)x| > e.

a€D(T)\N(T),
llzll=1

Hence,

AN 04 (T). O

Ezample 3.1. Let X = C™ and let T" be the single-valued linear operator on £(C")
given for all n > 2 with the infinity norm by

{T:(C”—HC”,

e; — Te;, where Te; = €(41)—;-

T=T7"
17 =1,
o(T)U{oo} ={-1,1}.
Therefore, T is everywhere defined closed linear relation. We will check that if

A = Teill = Aei = enia)—i,

It is easily checked that

then
inf (A =T)ei| = [A +1,
e, €D(T)\N(T),
lle;llI=1
and if
e; — e i
-1 o ) (n+1)—1
then
_ A+ 1
IA=T)"" =

A2 —1]
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Moreover, for € > 1 we obtain
Oape(T) ={A € C: | <e -1},

Al +1 >}
N2 =1 " e

It is easy to verify that, for all A with 0 < |[A\] <1 we have
0(T) # Oape(T).
Proposition 3.2. Let T € LR(X), where X is a normed space. Then

ﬂ Oape(T) = 0ap(T).
e>0

Proof. 1t is clear that 0,,(T) C 04,.(T) for all € > 0, then
Oap(T) C () Oape(T).

e>0

o.(T) :{Ae(C:

Conversely, let A ¢ 0,4,(T). Then A —T' is bounded below, hence A — T is injective,
open with dense range on X and (A — T)~! is a bounded linear operator, so there

exists € > 0 such that
1

A=) <=

Therefore,
A ¢ o(T),
and we conclude from Proposition 3.1 that A & 04 (T). S0, A & Nesg Oape(T). O

Theorem 3.1. Let T € LR(X) and ¢ > 0. Then, for any o, f € C with B # 0 we
have the following.

(i) If o € C and € > 0, then 04y (T + o) = o+ 04y (T).

(ii) If B € C\{0} and € > 0, then 0ap c(BT) = Boap(T).

Proof. (i) Let A € 04p (T + ), then
A€ og(T+al) or inf A —al —T)zx| <e.

z€D(T)\N(T),
=1

Hence, (A — a)l — T is not bounded below (not injective) or

inf  [[(AN=—a)] =T)z|| <e.
z€D(T)\N(T),
lzll=1

This yields to A € a 4 04p(T). For the second inclusion it is the same reasoning.
(i) Let A € 0gpjae(@T), then X € 04y(aT) or
inf |A—aT)z|| < |ale.

z€D(T)\N(T),
lz|l=1
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It follows that A — o7 is not bounded below (not injective) or
A

inf |« ( — T) x
2€D(T)\N(T), a

llzll=

< |ale.

Hence, a(2 — T)) is not bounded below (not injective) or
A A
inf a(—T)a: = |of inf |<—T>a: < |ale.
z€D(T)\N(T), «a z€D(T)\N(T), || \ ¥
[lz]|=1 |z||=1
Thus, 2 € 0,,(T) or
A
inf ‘(—T)x <e.
z€D(T)\N(T), || \ &
llzil=1
S0, Oap,ale(@T) C aoqp(T). However, the reverse inclusion is similar. O

Corollary 3.1. Let T € LR(X) and € > 0. Then, for any «, 5 € C with  # 0 we
have

O’ap,g(a[ + BT) =« + ﬁ(fap,s‘m(T).

Definition 3.1. Given a polynomial P(z) = Y7_, axz* with coefficients oy, € C, we
define the polynomial in T by P(T) = 31, aiT*.

Theorem 3.2. Let T be closed relation and assume that V' is closed single valued
bounded relation such that 0 € p(V'). Let S = VTV =Y. Then, for all polynomial P(T)
of degree n we have P(S) is closed and

P(S)=VP(T)V

Proof. We need to show that P(S) is closed. Let T is closed relation, then from [1,
Lemma 2.7] we obtain that P(7T) is closed. On the other hand, V' is closed single
valued bounded relation such that 0 € p(V'), then V' has a closed range (R(V) = X).
By the fact that V' injective and open we have

a(V)=0<oco and (V) >0.

By using [16, Proposition I1.5.17|, we deduce that VP(T) is closed. Moreover,
since V! is single valued and bounded, then from [16, Exercise 11.5.18] we obtain
VP(T)V~!is closed. Hence, P(S) is closed. Now, let

P(S) == i OékSk == i Oék(VTV_l)k.

k=0 =
Since, V' is single valued injective we infer that

P(S) = Enj ap(VIV O =V (f: aka> Vi=VPT)V O
k=0 k=0
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Theorem 3.3. Let T € CR(X) where X is a complete space and assume that V' as
in Theorem 3.2. Let k = ||V |||V and P(S) =V P(T)V~'. Then

Tap(P(5)) = 0ap(P(T)).
Proof. We have

A— P(S) =X\~ VP(T)V,
A= P9V =\-VP(T)VHV
=(\V = VP(T)V~'V) (using [16, Proposition 1.4.2 ])
=(A\V —=VP(T)) (asV is injective)
and

VA= P(S)V =V YAV - VP(T)),

VA= P(S)V ()\V W —V7'WP(T)) (using [16, Proposition 1.4.2 ])

VE A= P(S)V =(A— P(T)) (asV is injective)

(A= P(9)) =V(A— P(T))V~" (as V is single valued).

Now, if A ¢ 0,,(P(T)) then the closed relation A— P(T") is bounded below (injective,
open). By [16, Proposition VI.5.2])

VA= P(T)Vt=X-P(S)

is closed, bounded below (injective, open). Hence, A €¢ 7,,(P(S)).
Conversely, if A ¢ 0,,(P(5)) then the closed relation A — P(S) is bounded below
(injective, open). By [16, Proposition VI.5.2])

VI A= P(S)V =X—P(T)

is also closed, bounded below (injective, open). Hence, A ¢ o,,(P (7)), which implies
the result. O

Now, we are ready to give our first main result of this section.

Theorem 3.4. Let T € CR(X), A € C, and ¢ > 0. If X € 04,.(T), then there is
S € LR(X) satisfying D(T) C D(S), S(0) C T(0), ||S]| < € such that X € 04,(T'+5).

Proof. Let X € 04, -(T). We will discuss these two cases.
1. case. If A € 0,,(T), we may put S = 0.
2. case. If A ¢ 0,,(T), then there exists zp € X, ||zo|| = 1 such that

1A = T)xol| <,

and by the Hahn Banach Theorem (see [20]), there exists 2’ € X’ such that ||2/|| =1
and z’(z9) = ||@o||. We define the relation S : X — X by

S(z) := 2" (x)(N — T)xo.
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It is clear that S is everywhere defined and single valued (as S(0) = 0).
[Sz]| = [[«"(z)(A = T)zo) || < [[2"[|#[[[|(A = T)oll,

for x # 0, we have
[[1S]]

]

< [[(A =T,
S0,

IS < /(A = T)ol| <&
We can rewrite

inf__[[(A =T = S)zf| <[[(A =T = 5)xoll

xEDﬁz‘“)yl\f(T),
<A = T)zo = Soll
<IA = T)ao — 2 (20) (A = T
<[IA =) (0)]]
<[|A(0) = T(O)
<7 (0)[] = d(T(0),7(0)) = 0

Then, A € 0,,(T + ). O

Theorem 3.5. Let T € CR(X), A € C, and € > 0. If there is S € LR(X) satisfying
D(T) C D(S), S(0) CT(0), ||S|| < e such that X\ € 0ap(T + S). Then X\ € 04y (T).

Proof. Suppose that there exists a continuous linear relation D € LR(X) satisfying
D(T) € D(S), S(0) € T(0) and ||S|| < € such that

A€ og,(T+9),

which means that
inf |(A=T —S)z| =0.

2eD(T)\N(T),
=1
In order to prove that

inf |(A—=T)x| <e,

2€D(T)\N(T),
lzfl=1

we can write
(A= T)wol] = (A =T = S+ S)xol| <[[(A =T — S)wol| + || Szol|
<|IT(0)[| +¢
<e.

Then
inf A =T)z|| < e. O

z€D(T)\N(T),
llfl=1
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Corollary 3.2. In summary, at the present moment we have shown that from Theo-

rems 3.5 and 3.4, that for T € CR(X) and e > 0

Oape(T) = U oup(T +5),
Ir(X)

where

Ir(X) = {S € LR(X) is continuous : ||S|| < e, D(T) C D(S) and S(0) C T(O)}.

Theorem 3.6. Let T' € CR(X) where X is a complete space, then for any e > 0 and
E € LR(X) such that E(0) C T(0) and D(E) D D(T)

Tap.e—|1E(T) S Oape(T + E) S 0aperymy (T)-
Proof. Let X € 0gp.—g|(T). Then, by Theorem 3.4 there is S € LR(X) satisfying
D(T) C D(S), S(0) Cc T(0), ||S|| < e — || E]| such that

A€ 0op(T + 5) = aap((T—l—E) + (S — E)).

Using [16, Proposition I1.1.7 | we get
IS = El <[IS[l+ 1 - E]
=||S|| + ||1E|| <& (using [16, Proposition II.1.7]).

Then, from Theorem 3.5, we deduce that A € 0,4, (T + E). Using a similar reasoning
to the first inclusion, we deduce that A € o4y oy (T). O

4. ESSENTIAL APPROXIMATE PSEUDOSPECTRA OF LINEAR RELATIONS

We begin this section by showing that the essential approximate pseudospectra of
linear relations are closed, and then illustrate some characteristic properties.

Theorem 4.1. Let T € CR(X) and ¢ > 0. Then the following statements are
equivalent:

(1) A & Ocape(T).
(¢7) For all continuous linear relations S € LR(X) such that D(T) C D(S), S(0) C
T(0) and ||S]| < e, we have

A—T-Se€d, (X) and i(AN-T-S)<0.

(¢4i) For all continuous single valued relations D € LR(X) such that D(T) C D(D)
and || D|| < e, we have

A-T-Ded (X) and i(A-T—-D)<O0.
Proof. (i) = (i) Let A € 0eqp(T). Then there exists K € K¢ (X) such that
AN oge(T+K).
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Using Theorems 3.5 and 3.4, for all continuous linear relations S € LR(X) such that
DT+ K)=D(T)ND(K)
=D(T) C D(S) (as D(T) C D(K))
(T'+ K)(0) =T(0) D S(0) (as K(0) C T(0)),
and ||S|| < e, we have A ¢ 0,,(T+S+ K). Then, \—T — S — K is open, injective with
dense range. On the other hand, T is closed and K is compact then K is continuous
hence A — S — K is continuous, furthermore (A — S — K)(0) € T(0) , then using

Lemma 2.5, we obtain that A\ — T — S — K is closed. Hence, from Theorem 2.1,
R(AN—T — S — K) is closed. We conclude that, R(A =T — S — K) = X. Therefore

A—T-S—-Ked (X)and iA-T -5 —K) <0,

for all continuous linear relations S € LR(X) such that D(T') € D(S), S(0) C T(0)
and ||S|| < e. It is obvious from [1, Lemma 2.3| that for all continuous linear relations
S € LR(X) such that D(T") € D(S), S(0) C T(0) and ||S|| < & we have

A-T-8Se€d, (X) and i(A-T-95)<0.
(id) = (i) Ts trivial.
(i13) = (i) We assume that for all D € LR(X) a continuous single valued relations
such that D(T) € D(D) and ||D|| < &, then we have

A=—T—-Ded, (X)) and i(AN—T—D)<0.

By virtue of [2, Theorem 3.5 (i)], A — T'— D can be expressed in the form

AN—T-D=S+K,
where K € K)_7_p(X) = Kr(X) since

K(0) CT(0) = (\— T = D)(0),

DAN—T — D) =D(T) C D(K),
and S is a linear relation with closed range and S is injective linear relation (i.e.,
a(S) =0). So,
A—T-D—-K=S and oA-T-D—-K)=0.

Since A —T'— D — K is injective linear relation (bounded below), then there exists a
constant M > 0 such that

|(A\=T =D —K)z| > M|z, forallze D(T).
This proves that
inf  ||[AN=T—D—K)z|| > M >0.

a€D(T)\N(T),
llzll=1

This is equivalent to say that
A og,(T+ D+ K),
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and therefore, A & ey (T). O

Remark 4.1. In summary, we have shown that from Theorem 4.1, that for T' € CR(X)
and € > 0

Ocape(T) = U Ueap(T + D) = U Teap(T +5).
I Dl|<e ISll<e
D(T)CD(D) S(0)CT(0)
D(S)>D(T)

Theorem 4.2. Let T' € CR(X) and e > 0. Then 0eap(T) is a closed set.

Proof. Let A\ ¢ 0cqp (1) and D be a single valued continuous linear relation such that
D(D) D D(T) and | D|| < e. Hence, by Theorem 4.1, we have
A—T-Ded.(X) and i(A—T—D)<0.

So, R(A—T — D) is closed and from Lemma 2.5, we have A — T — D is closed. Then
by using Theorem 2.1, A — T — D is open and hence (A —T — D) > 0. Let r > 0 such
that r < y(A =T — D), let p € By(A\,7) then |u— A <r <A =T — D). According
to Lemma 2.6, it is clear that

U—T—D=XA—=T—D+p—\

is open and injective. Since y — T — D is closed and open, then from Theorem 2.1
we deduce R(u — T — D) is closed. Then, py — T — D € &, (X). On the other hand,
using [16, Corollary V.15.7], we have

ilw—T—-D)=i(A—=T—D)<0.
Consequently, i & 0eqp (1) and we infer that 0.4, (T) is a closed. O

Observe that as a direct consequence of Theorem 4.1, we infer the following result.

Proposition 4.1. Let T € CR(X).
(1) If 0 < &1 < &9, then oeup(T) C Oeape, (') C Teape, (T).
(1) If € > 0, then oeap(T) C 0ap(T).

(i) () Oeape(T) = Oeap(T).

e>0

Theorem 4.3. Let T € LR(X) where X is a complete space, then the following hold.
(i) For any ¢ > 0 and S € LR(X) such that S(0) C T(0), D(S) D D(T) and
|S]| < e we have

Oeape—|5(T') € Teape(T +5) C Teapetysy ().
(13) For every o, f € C, with B # 0
Ueap,€<a[ + BT) =a+ Baeap,s\m(T)-

Proof. The proof of this theorem is inspired from the proof of Corollary 3.1 and
Theorem 3.6 and [4, Propositions 4.2 and 4.4]. O
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Theorem 4.4. Let T € CR(X) and e > 0. Then

(4) Ocape(T) = m Oape(T + P);
PePr (@4 (X))
(44) Oeap,e (T) = m Uap,E(T +.5).
SESSR(X)

Proof. (i) Because, K7(X) C Pp(P, (X)), we have that

m UQP,E (T + P) - Ueap,a(T)-
PePr(24(X))

Conversely, let \ ¢ N Oape(T + P) then there exists P € Pp(P, (X)) such
PePp(®4(X))
that

AN 04y (T + P).
Since, P is continuous and the use of Lemma 2.5 we infer that 7'+ P is closed. Now,

by using of Corollary 3.2 we see that A\ ¢ 0,,(7T + S + P) for all continuous linear
relations S € LR(X) such that ||S|| < e and

D(T + P)=D(T)ND(P) =D(T) C D(S),

(T'+ P)(0) =T(0) (as P(0) C T'(0))

S(0).

On the other hand, (A — S — P)(0) C T(0), DA =S — P) =D(S)ND(P) D D(T)
and T is closed, by using of Lemma 2.5, A\—T — S — Pis closed,and A\—= T — S — P

is open as A ¢ 0,,(T + P+ 5), then from Theorem 2.1, R(A =T — S — P) is closed.
Hence A\ —T'— S — P is injective and open. Therefore

A—T-S—-Ped (X) and iA—T—S—P)<0.

U

Since
PePp(® (X)), PO)c(A-T-5-P)0),
DP)DDAN-T—-S5S—-P)=D(T)NDS)ND(P), PePrr_p-p(® (X))
Using Lemma 2.1, we obtain that for all continuous linear relations S € LR(X) such
that S(0) C T(0), D(T) C D(S), ||S]| < e
A-T—-S€d,(X) and (AN-T-S5)<0.
Finally, it follows from Theorem 4.1 that A\ ¢ e, (7).

(#7) From [2, Theorem 3.3], we have the inclusion X(X) C SSR(X) C Pr (P, (X)).
Then

Oeap,e (T) = m Oap,e (T + K) C ﬂ Uap,E(T + S)
KeXr(X) SESSR(X)

C ﬂ Oape(T + P) = Oeap(T). O
PEP (P4 (X))

We finally close this paper with the following theorem.
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Theorem 4.5. Let T, S € LR(X) such that S(0) C T(0) and e > 0. If D € LR(X)
such that D(0) C S(0) C N(T"), ||D|| < e and T(S + D) € F,(X), then

Oeape(T +5) C Oeape(S) U Oeap(T).
If, further, (S + D)T € F,.(X) and T(0) C N(S) or T(0) C N(D) we have
Ocape(T +5) = Oeape(S) U 0eap(T).
Proof. Since D(T') = X, then using Proposition 2.1, we obtain that
A=T)YAN=S—=D)=XA-S—-D)—-T(A—S-D).
Also, by Proposition 2.1, we have
A=T)YAN—=S—=D)=X—-AS —AD - X +TS+TD
=\XA=S-D-T)+T(S+ D)
Let A & Oeape(S) U Oeap(T), then A & 0eap(S) and A & 0q,(T'). Using [12, Corollary

4.1] we have
A=T)ed, (X) and i(N-T)<0.
According to Theorem 4.1 we obtain
A=—S—-Ded (X) and i(A—S5—-D)<0,

for all continuous linear relations D € LR(X) such that D(0) C S(0) and || D] < e.
We infer that

A=T)A\—=S—D) e o (X).
Since
T(S+ D)(0) =TS(0) c TT~*(0) = T(0) = (A — S — D —T)(0) = T(0),
and T'(S+ D) € F (X)), then A\— S —D —T € &, (X) for all D € LR(X) such that
D(0) € S(0) and ||D|| < ¢
iA=8=D=T)=i(A=T)+i(A— S — D) —dim (T(0) N N(A - S — D))
=i(A=T)+i(A—S—D)<0.

Hence, from Theorem 4.1, we have A & 0qpo(T+S). The second inclusion is analogous
to the previous one. [l

Acknowledgements. The authors are very grateful for the comments and correc-
tions of the referee, whose detailed attention allowed us to make very worthwhile
improvements.



284

[1]

2]

[3]

[15]
[16]
(17]

[18]

A. JERIBI AND K. MAHFOUDHI

REFERENCES

F. Abdmouleh, T. Alvarez, A. Ammar and A. Jeribi, Spectral mapping theorem for Rakocevié
and Schmoeger essential spectra of a multivalued linear operator, Mediterr. J. Math. 12(3)
(2015), 1019-1031. https://doi.org/10.1007/s00009-014-0437-7

A. Ammar, A characterization of some subsets of essential spectra of a multivalued linear
operator, Complex Anal. Oper. Theory 11(1) (2017), 175-196. https://doi.org/10.1007/
511785-016-0591-y

A. Ammar, H. Daoud and A. Jeribi, Pseudospectra and essential pseudospectra of multi-
valued linear relations, Mediterr. J. Math. 12(4) (2015), 1377-1395. https://doi.org/10.
1007/s00009-014-0469-z

A. Ammar, H. Daoud and A. Jeribi, Stability of pseudospectra and essential pseudospectra
of linear relations, J. Pseudo-Differ. Oper. Appl. 7(4) (2015), 473-491. https://doi.org/
10.1007/s11868-016-0150-3

A. Ammar, A. Jeribi and K. Mahfoudhi, A characterization of the essential approximation
pseudospectrum on a Banach space, Filomat 31 (11) (2017), 3599-3610. https://doi.org/
10.2298/FIL1711599A

A. Ammar, A. Jeribi and K. Mahfoudhi, A characterization of the condition pseudospectrum
on Banach space, Funct. Anal. Approx. Comput. 10(2) (2018), 13-21. http://www.pnf .
ni.ac.rs/faac

A. Ammar, A. Jeribi and K. Mahfoudhi, The condition pseudospectrum of a opera-
tor pencil, Asian-Eur. J. Math. 14(4) (2021), 12 pages. https://doi.org/10.1142/
S1793557121500571

A. Ammar, A. Jeribi and K. Mahfoudhi, Some description of essential structured ap-
prozimate and defect pseudospectrum, Korean J. Math. 28(4) (2020), 673-697. http:
//dx.doi.org/10.11568/kjm.2020.28.4.673

A. Ammar, A. Jeribi and K. Mahfoudhi, The condition pseudospectrum subset and related
results, J. Pseudo-Differ. Oper. Appl. 11(1) (2020), 491-504. https://doi.org/10.1007/
511868-018-0265-9

A. Ammar, A. Jeribi and K. Mahfoudhi, Browder essential approximate pseudospectrum
and defect pseudospectrum on a Banach space, Extracta Math. 34(1) (2019), 29-40. https:
//doi.org/10.17398/2605-5686.34.1.29

A. Ammar, A. Jeribi and K. Mahfoudhi, Measure of noncompactness, essential approxima-
tion and defect pseudospectrum, Methods Funct. Anal. Topology 25(1) (2019), 1-11.

T. Alvarez, A. Ammar and A. Jeribi, On the essential spectra of some matriz of lineair
relations, Math. Methods Appl. Sci. 37 (2014), 620-644. https://doi.org/10.1002/mma.
2818

T. Alvarez, A. Ammar and A. Jeribi, A characterization of some subsets of S-essential
spectra of a multivalued linear operator, Colloq. Math. 135(2) (2014), 171-186. https:
//doi.org/10.4064/cm135-2-2

E. Chafai and M. Mnif, Perturbation of normally solvable linear relations in paracomplete
spaces, Linear Algebra Appl. 439(7) (2013), 1875-1885. https://doi.org/10.1016/j.
laa.2013.05.019

E. B. Davies, Linear Operators and their Spectra, Cambridge Studies in Advanced Mathe-
matics 106, Camb. Univ. Press, Cambridge, 2007.

R. W. Cross, Multivalued Linear Operators, Monographs and Textbooks in Pure and
Applied Mathematics 213, Marcel Dekker, Inc., New York, 1998.

A. Jeribi, Spectral Theory and Applications of Linear Operators and Block Operator Matri-
ces, Springer-Verlag, New York, 2015.

L. N. Trefethen, Pseudospectra of Matrices, reprinted from: D. F. Griffiths and G. A. Watson
(Eds.), Numerical Analysis, Longman Science and Technology, Harlow, 1992, 234-266.


https://doi.org/10.1007/s00009-014-0437-7
https://doi.org/10.1007/s11785-016-0591-y
https://doi.org/10.1007/s11785-016-0591-y
https://doi.org/10.1007/s00009-014-0469-z
https://doi.org/10.1007/s00009-014-0469-z
https://doi.org/10.1007/s11868-016-0150-3
https://doi.org/10.1007/s11868-016-0150-3
https://doi.org/10.2298/FIL1711599A
https://doi.org/10.2298/FIL1711599A
http://www.pmf.ni.ac.rs/faac
http://www.pmf.ni.ac.rs/faac
https://doi.org/10.1142/S1793557121500571
https://doi.org/10.1142/S1793557121500571
http://dx.doi.org/10.11568/kjm.2020.28.4.673
http://dx.doi.org/10.11568/kjm.2020.28.4.673
https://doi.org/10.1007/s11868-018-0265-9
https://doi.org/10.1007/s11868-018-0265-9
https://doi.org/10.17398/2605-5686.34.1.29
https://doi.org/10.17398/2605-5686.34.1.29
https://doi.org/10.1002/mma.2818
https://doi.org/10.1002/mma.2818
https://doi.org/10.4064/cm135-2-2
https://doi.org/10.4064/cm135-2-2
https://doi.org/10.1016/j.laa.2013.05.019
https://doi.org/10.1016/j.laa.2013.05.019

ESSENTIAL APPROXIMATE PSEUDOSPECTRA OF MULTIVALUED LINEAR RELATIONS285

[19] L. N. Trefethen, Pseudospectra of linear operators, SAIM Review 39(3) (1997), 383—406.
https://doi.org/10.1137/s0036144595295284

[20] M. Schechter, Principles of Functional Analysis, Second Edition, Graduate Studies in
Mathematics 36, American Mathematical Society, Providence, RI, 2002.

[21] J. M. Varah, The computation of bounds for the invariant subspaces of a general matriz
operator, Ph.D. Thesis, Stanford University ProQuest LLC, (1967).

[22] M. P. H. Wolff, Discrete approxzimation of unbounded operators and approzimation of their
spectra, J. Approx. Theory 113 (2001), 229-244. https://doi.orgl0.1006/jath.2001.
3588

IDEPARTMENT OF MATHEMATICS,

FACULTY OF SCIENCE,

UNIVERSITY OF SFAX

Email address: Aref.Jeribi@fss.rnu.tn
Email address: kamelmahfoudhi72@yahoo.com


https://doi.org/10.1137/s0036144595295284
https://doi.org10.1006/jath.2001.3588
https://doi.org10.1006/jath.2001.3588




KRAGUJEVAC JOURNAL OF MATHEMATICS
VOLUME 49(2) (2025), PAGEs 287-303.

MULTIPLE SOLUTIONS FOR A NONLOCAL KIRCHHOFF
PROBLEM IN FRACTIONAL ORLICZ-SOBOLEV SPACES

ELHOUSSINE AZROUL!, ABDELMOUJIB BENKIRANE!, MOHAMMED SRATT!,
AND MINGQI XIANG?

ABSTRACT. In this paper, using the three critical points theorem we obtain the
existence of three weak solutions for a Kirchhoff type problem driven by a nonlocal
operator of the elliptic type in a fractional Orlicz-Sobolev space, with homogeneous
Dirichlet boundary conditions.

1. INTRODUCTION

In the last decade, great attention has been devoted to the study of nonlinear
problems involving non-local operators. These types of operator come up in a quite
natural way in several applications such as phase transition phenomena, crystal dis-
location, soft thin films, minimal surfaces and finance; see for instance [2,18] and
references therein. We also refer the interested reader to [33], where a more extensive
bibliography and an introduction to the subject are given.

In this paper, we are concerned with a class of nonlocal problems in fractional
Orlicz-Sobolev spaces of the form

(/ [ 4 ( |x_:|(y)|>|$dfdyy|N>(_A>Z(.)u

M (z,u) + Bg(z,u), in €,
=0, in RV\Q,

(Fa)

Key words and phrases. Nonlocal Kirchhoff type problem, fractional a(-)-Laplacian, fractional
Orlicz-Sobolev spaces, three critical points theorem.
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where  is an open bounded subset in RY, N > 1, with Lipschitz boundary 052,
0 <s <1, Aisan N-function, M : [0,00) — (0,00) is a nondecreasing continuous
function, f,g : Q x R — R are two Carathéodory functions, A and [ are two real
parameters and (—A)fl(,) is a nonlocal integro-differential operator of elliptic type
defined as follows
— — d
(—A)Z()U(Jf) — 2hm a (’U(l‘) u(!/)’) u(flj) u(y) . yN ’
e\0 JRN\B. (2) lx —y|* |z — yl® |z — y|N+ts
for all z € RY, where a : R — R which will be specified later.
This problem (F,) is related to the stationary version of the Kirchhoff equation

82u P[) E L
1.1 gu |0 7/
(1.1) Porr |\ Tar )

9*u

de | 22
x@xQ

ou
Ep = h(u,z),

presented by Kirchhoff [29] in 1883 which is an extension of the classical d’Alembert’s
wave equation by considering the changes in the length of the string during vibrations.
In (1.1), L is the length of string, h is the area of the cross section, F is the Young
modulus of the material, p is the mass density, and F is the initial tension. Kirchhoft’s
model takes into account the length changes of the string produced by transverse
vibrations. Some interesting results can be found, for example in [23]. On the other
hand, Kirchhoff-type boundary value problems model several physical and biological
systems where u describes a process which depend on the average of itself, as for
example, the population density. We refer the reader to [35] for some related works.
In [7], the authors obtained the existence of three weak solutions for a Kirchhoff
type elliptic system involving nonlocal fractional p-Laplacian by using the three
point critique theorem. In [10], by means of mountain pass theorem of Ambrosetti
and Rabinowitz, direct variational approach and Ekeland’s variational principle, the
authors showed the existence of nontrivial weak solutions to a class of p(z)-Kirchhoff
type problem. For the problems involving fractional Kirchhoff type, we refer the
reader to the works [11,13]. They use different methods to establish the existence of
solutions.

Problems of this type have been intensively studied in the last few years, due to
numerous and relevant applications in many fields of mathematics, such as approxi-
mation theory, mathematical physics (electrorheological fluids), calculus of variations,
nonlinear potential theory, the theory of quasiconformalmappings, differential geom-
etry, geometric function theory, probability theory and image processing (see, for
instance [22]).

The problem (F,) involves the fractional a(-)-Laplacian operator, the most appro-
priate functional framework for dealing with this problem is the fractional Orlicz
Sobolev space [8,16], namely a fractional Sobolev space constructed from an Orlicz
space at the place of LP(Q2). As we know, the Orlicz spaces represent a generalization
of classical Lebesgue spaces in which the role usually played by the convex function ¢*
is assumed by a more general convex function A(t); they have been extensively studied
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in the monograph of Krasnosel$kii and Rutickii [28] as well as in Luxemburg’s doctoral
thesis [31]. If the role played by LP(€2) in the definition of fractional Sobolev spaces
W#P(Q) is assigned to an Orlicz L4(2) space, the resulting space WL 4(£2) is exactly
a fractional Orlicz-Sobolev space . Many properties of fractional Sobolev spaces have
been extended to fractional Orlicz-Sobolev spaces (see [4,5,8,9,12,16,17]). For this,
many researchers have studied the existence of solutions for the eigenvalue problems
involving nonhomogeneous operators in the divergence form through Orlicz-Sobolev
spaces by using variational methods and critical point theory, monotone operator
methods, fixed point theory and degree theory (see for instance [14,15,20,32]).
The problem (P,) is motivated by the class of problems on the form

Au = Mf(z,u) + Bg(z,u), in Q,
(P) { u =0, in 092,

where 2 is an open subset of RV, f.g : RY x R — R are two Carathéodory
functions and A, 8 are two real parameters. For Au = —A, = —div (|Vul[P72Vu),
the problem (P) has been studied in many papers, we refer to [35,36], in which
the authors have used different methods to get the existence of solutions for (P).

In the case when Au = —Ap,) = —div (|Vu|p(')’2Vu>, where p(-) is a continu-

ous function, problem (P) has also been studied by many authors, see for exam-

ples [19,24,25]. On the other hand, Chung in [26], studied the problem (P) with

Au=—M ( / qb(]Vu])d:U) div(a(|Vu|Vu)). That is, the following problem in Orlicz-
Q

Soblev spaces:

(7 {—ﬂ(/yuvmmx) ST =l )+ ol 0

where ¢ is an N-function, defend as

o) = [ "a(r)rdr,

and M : [0,00) — (0,00) is a nondecreasing continuous Kirchhoff function. Under
some suitable conditions, the author obtained the existence of three weak solutions
of (Ps), by using the three critical point theorem. For M = 1 in the problem (Ps),
Cammaroto and Vilasti in [20], by the same theorem, they showed the existence of
three weak solutions.

In the fractional case, i.e., when we take Au = M ([u]{;p) (=A)u. That is, we
consider the following problem

ju(z) = uly)l” . |
(Ps) M </Q Q dl‘dy) (_A)Pu - Af(l’,u) + Bg(x; U)7 m Q,

|z —y|+N
u =0, in RV \ Q,
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where € is an open bounded subset in RY and (—=A)s is the fractional p-Laplace
operator. In [6], by using the three critical point theorem, the authors obtained the
existence of three weak solutions of (Ps).

To our knowledge, this is the first contribution to studying of non-local problems
in this class of functional spaces. More precisely, using the ideas first presented in
articles [6,20,26]. Our result in this article generalizes special cases, in which we will
consider the problem (P,) with M(¢t) =1 or M(t) # 1 and A(t) = %tp (the problem
().

This paper is organized as follows. In the second section, we recall some properties
of fractional Sobolev spaces. In the third section, using the three critical points
theorem which introduced by Ricceri [34], we obtain the existence of a three weak
solutions of problem (FP,). Finally, the fourth section is devoted to giving an example
which illustrates the mains abstracts results.

2. SOME PRELIMINARIES RESULTS

To deal with this situation we introduce the fractional Orlicz-Sobolev space to
investigate problem (P,). Let us recall the definitions and some elementary properties
of this spaces. We refer the reader to [1,3,8,16,33] for further reference and for some
of the proofs of the results in this section.

Let © be an open subset of RV, N > 1. We assume that a : R — R in (P,) is such
that : ¢ : R — R defined by:

[ alltht, fort 0,
oty ={ o1V Priz o

is increasing homeomorphism from R onto itself. Let

At) = /Ot o(T)dT.

Then, A, is N-function, see [1], i.e., A : RT — R is continuous, convex, increasing
function, with @ —0ast— 0and @ — 00 ast — o0.
For the function A introduced above we define the Orlicz space:

La(Q)) = {u : Q — R mesurable / A(Nu(x)])dz < oo for some A > 0} :
Q

The space Lg(€2) is a Banach space endowed with the Luxemburg norm

]| 4 :inf{A >0 /QA <’“(;>’> dr < 1}.

The conjugate N-function of A is defined by A(t) = [ ®(7)dr, where % : R — R is
given by $(t) = sup {s : ¢(s) < t}. Furthermore, it is possible to prove a Holder type
inequality, that is

‘ / uvdx
Q

< 2||ul|al|v|l 4, for all u € La(2) and v € L5(Q).
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Throughout this paper, we assume that

to(t) to(t)
2.1 1 =inf 2 <pt =
(2.1) <p- %no AD) p Stlzlg) AlD) < +00

The above relation implies that A € Ay, i.e., A satisfies the global Ay-condition (see
132]):
A(2t) < KA(t), forallt>0,
where K is a positive constant.
Furthermore, we assume that A satisfies the following condition

(2.2) the function [0,00) 3 ¢+ A(V/t) is convex.
The above relation assures that L4(€2) is an uniformly convex space (see [32]).
Lemma 2.1 ([16]). Assume that A € Ay. Then we have
A(p(t)) < cA(t), forallt >0,
where ¢ > 0.

Now, we defined the fractional Orlicz-Sobolev space W*L 4(2) as follows

W?PLA(Q)= {u € La(Q / / ()\]u| E (y)\) dady < oo for some A > 0} :
r—Y

[z —yl¥
This space is equipped with the norm
[ulls.a = llulla + [u]sa,

where [-], , is the Gagliardo seminorm, defined by

HSA—mf{”O f A ( Arx—y%”)udfdylfvgl}

We work in the closed linear subspace

WeLa(Q) = {ue W LA(RY):u=0ae RV\Q},

which can be equivalently renormed by setting || - || := [], 4. By [16], W*L4(£2) and
is Banach space, also separable (resp. reflexive) space if and only if A € Ay (resp.
A€ Ay and A € Ay). Furthermore, if A € A, and A(v/t) is convex, then the space
W*LA() is uniformly convex.

To simplify the notation, we set

// ( <w0 M@M pru= U0 —uly) - dedy
u—m lz —y |z —yl* lz —yl*

and the dual space of (W?*L4(Q2), || -||) is denoted by (W*L4(2))*,|| - ||«) . Note that
dp is a regular Borel measure on the set 2 x €.

Theorem 2.1 ([8]). Let Q be a bounded open subset of RY. Then
C3(Q) C WELA(R).
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Remark 2.1. A trivial consequence of Theorem 2.1, C§°(2) C W*L4(€2) and W*L 4(2)
is non-empty.

Proposition 2.1 ([8]). Let Q be an open subset of RN and let A be an N-function.
Assume condition (2.1) is satisfied, then the following relations hold true

(Wl 4 < B(w) < [y, for all u€ W*LAQ), with [u]a > 1,
[ul?s < P(u) < (W, for allu € WLa(Q), with [u].a < 1.

Theorem 2.2 ([8]). Let  be a bounded open subset of RN, with C% -regularity and
bounded boundary, let 0 < s' < s < 1. Let A be an N-function, assume condition (2.1)
is satisfied and we define

b — { e if N> sp,
* 00, if N <s'p.
o If 'p= < N, then WSLA(Q) — L%R), for all q € [1,p%] and the embedding
WSLa(Q2) — LYR), is compact for all g € [1,p%).
o [f 'p~ = N, then W*L,(Q2) — L9(QY), for all ¢ € [1,00] and the embedding
WSLa(Q2) — LYUR), is compact for all ¢ € [1,00).
o [f sp~ > N, then the embedding W*L4(Q) — L>(2), is compact.

Definition 2.1. Let X be a real Banach space. We denote by W, the class of all
functionals A : X — R possessing the following propositionerty: if {u,} is a sequence
in X weakly converging to u € X and liminf, ,., A(u,) < A(u), then {u,} has a
subsequence strongly converging to wu.

Definition 2.2. Let 0 < ' < s < 1, if N > s'p~, we denote by A the class of all
Carathéodory functions f : €2 x R — R such that
|f (@, 1)]

sup ————— < 00,
(m,t)eng 1+ |tla-t
where ¢ € [1,p%).
While when N < s'p~, we denote by A the class of all Carathéodory functions
f:Q xR — R such that for each C' > 0, the function x — supy,<¢ |f(,?)| belongs
to L1(9).

Theorem 2.3 ([34]). Let X be a separable and reflexive real Banach space with
norm || - ||, let ¥ : X — R be a coercive, sequentially weakly lower semicontinuous
C! functional, belonging to W4, bounded on each bounded subset of X and whose
derivative admits a continuous inverse on X*, and let J : X — R be a C' functional
with compact derivative. Assume that U has a strict local minimum xo, with V(xy) =
J(z9) = 0. Finally, assume that

. J(z) . J (fﬁ)}
max } lim sup , lim sup <0
{wn%oo V() wmm U(2)
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and that
sup min {¥(z), J(z)} > 0.

rzeX

Let

J(x)
Then, for each compact interval A C (6%, +00), there exists a number § > 0 with the

following propositionerty: for every X € A and every C* functional T' : X — R with
compact derivative, there exists f* > 0 such that for each € [0, B*], the equation

V'(z) = AJ'(z) + BT (),

has at least three solutions whose norms are less than 9.

0" = inf{w cx € X,min{¥(z), J(z)} > O} :

3. MAINS RESULTS

In this section, we prove the existence of three weak solutions in fractional Orlicz-
Sobolev spaces applying Theorem 2.3. For this, we suppose that the Kirchhoff function
M : [0,00) — (0,00) is a continuous and nondecreasing function satisfying the
following condition:

(My) there exists mgy > 0 such that M (t) > mg, for all ¢t > 0.
For f € A, we assume that
(Fy) sup /F(:c,u)dx >0,

u€EWSLA(Q) /2

SUp,cq F(z,1)

(F) lim sup e <0,
) SUp,eq F'(z,t)

F lim sup —Peea Y

( 3) |t‘4>oop |t‘p

where F(x,t) = [1 f(x,7)dT.
Under such hypothesis, we set

o~

M(P(u))

F d
/Q (z,u)dx
Definition 3.1. We say that u € W§L4(2) is a weak solution of problem (P,) if

M(@(u))/ a(|D*ul) D*uD*vdp = A/{j(m,u)vdw%—ﬁ/gg(w,u)vdw,

RN xRN

for all v € W§LA(Q).

Theorem 3.1. Let A be an N-function. Suppose that M satisfy (M) and for f € A,
we suppose that (Fy), (F2) and (F3) hold true. If p* < p%, then for each compact
interval A C (6%, 00), there exists a number 6 > 0 with the following propositionerty:

6" — inf ue WOSLA@),/ F(z,u)dz > 0
Q
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for every A € A and every g € A there exists B* > 0 such that, for each 5 € [0, 5],
problem (P,) has at least three weak solutions whose norms are less than §.

We first prove the following useful result, which helps us to apply Theorem 2.3. For
this, we define the functionals W, J : W5 LA(2) — R by

0= [ o, 0= ([ (HA0)

where M(t) = [{ M(7)dr

Lemma 3.1. Let f € A. Then the functional J € CY(W§La(Q),R) with derivative
given by

(J'(u / f(z,u)vdz,
Jor all u,v € WSLA(Q). Moreover J' : WELA(Q2) — (WSLA(Q))* is compact.
By using Theorem 2.2, the proof of this Lemma is seminary to Lemma 3.3 in [6].

Lemma 3.2. Let (M) and (2.1) hold true. Then ¥ € CY(WSL4(Q),R) and

(W'(u),v) = M@(w) [ a(lD*ul)D*uD*vdp,

QxQ

for all u,v € WSLA(Q). Moreover, for each u € WELA(QY), V'(u) € (W5LA(2))*.
Proof. First, it is easy to see that
(3.) (W'(u),v) = M(@(w)) | a(|D"u))D*uD"vdn,

QxQ
for all u,v € W5L4(Q2). It follows from (3.1) that V' (u) € (WSLa(2))* for each
u € WgLa(Q).

Next, we prove that ¥ € CYWSLa(Q),R). Let {u,} C W{L(Q) with u,, —
u strongly in W§La(Q2), then D*u,, — D®u in Ls(22 x ©,du). So by dominated
convergence theorem, there exist a subsequence {D*u,, } and a function h in L4(£2 x
Q,dpu) such that

a(|D*up, |) D*uy, — a(|D*u|)D*u
and
(1Dt [) D%, | < la(|R])A],

for almost every (z,y) in 2 x Q, by Lemma 2.1, we have |a(|h|)h] € L7(Q x Q,dp).
So, for v € W5 LA(R2), D%v € L4(2 x Q,du) and by Hoélder’s inequality

[ 1a(D* ) D*un, — a|D*ul) D*u] D*vd
QxQ

<2||a(|D*un, ) D%ty — a(|D*u|) D*ul[ ([ D*]],,
<2||a(|D*un,[) D%ty — a|D*u|) D>ul|_|lo]l -
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Then by dominated convergence theorem we obtain that

(3.2) sup

lvll<1

/ [a(| D¥tn, ) D, — a(|D*ul) D*u] D¥vdu| — 0.
QxQ

On the other hand, the continuity of M and Proposition 2.1, we have

(3.3) M (D(uy,)) — M (P(u)) .
Combining (3.2)—(3.3) with the Holder inequality, we have
1V () = W' (u)| = sup (W' (un) = W'(u),v) [ = 0. m

veWGLa(Q),[lv]<1

Lemma 3.3. The following properties hold true:
(1) the functional ¥ is sequentially weakly lower semi continuous;
(i) the functional W belongs to the class Wwsr,(q)-

Proof. (i) First, note that the map

UH// < \x—y\(y”)defdyle’

is lower semi-continuous in the weak topology of WJL4(£2). Indeed, similar to Lemma

3.1, we obtain @ € C’l(WOSLA(Q) R) and
(@ (u) / / (|D°u|) D*uD*vdp,

for all u,v € W§L4(€2). On the other hand, since A is a convex function so @ is also
convex.

Now, let {u,} C W§La(Q) with u, — u weakly in Wi L4(2), then by convexity of
@ we have

D(un) — D(u) = (P'(u), un —u),
and hence, we obtain @(u) < liminf @(u,,), that is, the map

uH// ( |x—y|(y>|> !xdfdzj/!N

is lower semi-continuous. On the other hand by the continuity and monotonicity of
the function ¢t — M (t), we get

lim inf @ (w,) = lim inf M (@(u,)) > M(liminf (u,)) > M(S(u)).

n—o0

Thus, the functional W is sequentially weakly lower semicontinuous.

(73) Since M is continuous and strictly increasing, it suffices to show that & €
Wysr @) Then, let {u,} be a sequence weakly converging to in W35L(€2) and let
lim inf D(uy,) < @(u). Since the functional @ is sequentially weakly lower semicontinu-
ous, there exists a subsequence of {u,}, still denoted by {u,} such that

lim D(u,) = P(u).
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On the other hand, since {“’Eﬁ} converges weakly to u in W5L4(€2), from (i), we
have

(3.4) lim inf & (

n—oo

Uy, + U

) > &(u),

We assume by contradiction that {u,} does not converge to u in WL 4(€2). Hence,
there exists a subsequence of {u,}, still denoted by {u,} and there exits €y > 0 such

that ’
by Proposition 2.1, we have
P (un2— u) > max {587,8?} :

On the other hand, by the conditions (2.1) and (2.2), we can apply [30, Lemma 2.1]
in order to obtain

(3.5) ;@(un) +lpwy— o (u”; “) > ¢ (“"2_ “) > max {c} ,<}'} .

un—uH €0

2 =97

2
It follows from (3.5) that
(3.6) @(u) — max {587,5?} > lim sup @ (u" i u) :
n—oo 2
from (3.4) and (3.6) we obtain a contradiction. This shows that {u,} converges
strongly to u and the functional ¥ belongs to the class Wysr, ). U

Lemma 3.4. Assume that the sequence {u,} converges weakly to u in W§L4 () and
(3.7) lim sup/ / a(|D%uy|) D*uy, (D*uy,, — D*u) dp < 0.

n—r00 QJQ
Then the sequence {u,} converges strongly to w in W§L4(2).

Proof. Since u,, converges weakly to u in WL 4(Q2), then {||u,||} is a bounded sequence
of real numbers, that fact and Proposition 2.1, implies that the {®(u,)} is bounded,
then for a subsequence, we deduce that ®(u,) — c. Or since @ is weak lower semi
continuous, we get @(u) < liminf, . ®(u,) = c. On the other hand, by the convexity
of @, we have
D(u) > D(uy) + (D' (uy), up, — u) .

Next, by the hypothesis (3.7), we conclude that @(u) = c. Since {%} converges
weakly to u in W5 L(Q2), so since @ is sequentially weakly lower semicontinuous:

un+u>

¢ =®(u) <liminf @ (

n—oo
Seminary to proof of Lemma 3.3, we assume by contradiction that u, converges
strongly to w in Wi L4(£2). O

Lemma 3.5. Let (M) hold, then the operator W' : WSLA(Q2) — (W5La(Q2))* is
invertible and V'~ is continuous.
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Proof. First, we assume that the operator W' : WFLa(Q2) — (W5 L4(£2))* is invertible
on W§LA(€2). By the Minty-Browder theorem (see [37]), it suffices to prove that W' is

strictly monotone, hemicontinuous and coercive in the sense of monotone operators.
So, let u,v € W5La(2), with u # v and let A\, € [0,1] with A + u = 1. Since
a(|t])t is increasing, then

(P (u) — D' (v),u —v) = /Q/Q (a(|D*u|)D*u — a(|D*u|)D*v) (D*u — D*v) du > 0.

So, W' : WELA(Q) — (WELA(2))* is strictly monotone, so by [37, Proposition 25.10],
@ is strictly convex. Moreover, since M is nondecreasing the function M is convex in
R*. Thus,

M (DAt~ ) < M(AD(u) + pud(v)) < AM(D(u)) + pM (B(v)).
This shows that W is strictly convex and already said, that W’ is strictly monotone.

Let u € W§La(2), with ||u|| > 1, by (M;) and Proposition 2.1, we have
(W), w) _ M(@(u)) (P'(w), u) _ mop”P(u)

> mop ™ [lull” '

il ] Il
Thus,
(D' (u),u) _
fulloe | ’
that is, ¥’ is coercive.

Now, by Lemma 3.1, we have ¥ € C*(WFL4(Q2),R), then ¥ is hemicontinuous.
Thus, in view of the Minty-Browder theorem, there exists W'~ : (W§L4(Q))* —
W5 La(2) and it is bounded.

Let us prove that ¥'~! is continuous by showing that its is sequentially continuous.
Let {un,} C (W5La(2))* be a sequence strongly is converging to u € (W5L4(£2))*
and let v, = ¥'~!(u,) and v = ¥'~!(u). Then, {v,} bounded in W;L4(Q), then, we
can assume that it converges weakly to a certain vy € W§L4(2). Since u,, converges
strongly to u, we have

lim (W' (vy), vy — 1) = im (un, v, = vo) =0,

ie.,
(3.8) lim M(#(v,)) /Q /ﬂ a(|D*0n]) D*0, (D50 — D*v0) dpi = 0.

Since {v,} is bounded in WL (), then by Proposition 2.1, ¢(v,) is also bounded,
then

D(v,) = tp >0, asn — oo.

If tg = 0, then using Proposition 2.1, we get {v,} that strongly converges to vy in
W La(2), by the continuity and injectivity of U'~! we obtain the desired result.
If ty > 0, it follows from the continuity of the function M that

M(®(v,)) — M(ty), asn — oo.
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Thus, by (M), for sufficiently large n, we get

(3.9) M(®(v,)) > Co > 0.

By (3.8) and (3.9), we have

(3.10) /Q/Qa(|stn|)stn (D*v,, — D*vg) dp = 0.

From (3.10) and since v,, converges weakly to vy in WL 4(€2), we can apply Lemma
3.4, in order to deduce that v,, converge strongly to vy in W§L (). U

Proof of Theorem 3.1. We wish to apply Theorem 2.3 taking X = Wi L4(2), ¥ and J
are as before, by Lemma 3.1 J is C'-functional with compact derivative. Moreover by
Lemma 3.3, ¥ is a sequentially weakly lower continuous and C!-functional belongs to
the class Wyy:1, (@), also by Lemma 3.5, the operator U’ admits a continuous inverse
on (WSLA(Q2))*.

On the other hand, we show that @ is coercive. In fact, if ||u| > 1, by (M;) and
Proposition 2.1, we have

() = M(P(u)) = mob(u) = mo|lull”,

from which we have the coercivety of W.

It is evident that uy = 0 is the global minimum of ¥ and that W(ug) = J(up) = 0.
Moreover, ¥ is bounded on each bounded subset of Wi L4(2). Indeed, if |jul| < C,
then

— M(CP™), if |lul| > 1
V(u) = M(P <9 = ’ ’
=Mt < { gl
So, W(u) < max { M(1), M(C?")}.
Now, by the assumption (F3) for all € > 0, there exits 7; > 0 such that
|[F(x,t)] < elt”",

for each z € Q and |t| < ;. Since p™ < p%, so by Theorem 2.2, the embedding
WSLA(Q) in LP" (Q) is compact. Then for some positive constant Cy, one has for all
u € WgLa(02) with |u| < and |lul| <1

J(u) < ellull?,, < eCallull”” < eCod(w).

Or by (M;), we have @(u) < mio\lf(u), then
1

J(u) < 5(]2%\11(10.
Consequently, we have
J(u) 1
3.11 lim su <eCy—.
( ) e p U(u) = 2m0

By (F3), for all € > 0, there exists 7o > 0 such that
(3.12) |F(x,t)| <elt],
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for all z € Q and [t| > .
For |lu|| > 1 large enough, from (3.12), Proposition 2.1 and Theorem 2.2, we have
Jw) I
U~ M(@(w))

F(x,u)dx / F(x,u)dz
( ) {ze:|u|>n2} ( )

< [{wGQ:IUIQ?z}

= + - ,
mo|ul[? mo||ul[?
Q| sup F P
Qx[—n2,m2] 6”ul|Ll’_(Q)
mo||ul[P” mollullP™
Q] sup F
QX[_nsz] + 038.
mo||ul[?
So,
J(u)
(3.13) lim sup < eCh.
Jull o0 W (1)

Since £ > 0 is arbitrary, relations (3.11) and (3.13) imply that

. J(x) . J(x) }
max ¢ lim sup , lim sup <0.

Hence, all assumptions of Theorem 2.3 are satisfied. So, for each compact interval
A C (6*,400), there exists a number 6 > 0 with the propositionerty described in the
conclusion of Theorem 2.3. Fix A € A and g € A. Put

I(u) = /QG(ar,u)dm and G(z,t) = /Otg(x, s)ds,

for all u € WFLA(Q). Then I'is a C' functional on WL 4(2) with compact derivative.
So, there exists 8* > 0 such that, for each § € [0, 5*], the equation
U'(z) =\ (x) + BT (2),

has at least three solutions whose norms are less than §. But the solutions in WL 4(€2)
of the above equation are exactly the weak solutions of problem (P,) and thus, the
proof of Theorem 3.1 is completed. 0

4. EXAMPLE

We present in this section an example of functions that satisfies the conditions of
Theorem 3.1. Let

(4.1) p(t) =log(1 + [ttt
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where p € [2,N). Let b > max{2,p"}, a >0,b >0 and o > 1 we consider

(4.2) f(t) =bcos(t)sin(t)|sin(¢)|"2, for all t € R,

(4.3) M(t) =a+bt* ', forall t > 0.

So, from (4.1), (4.2) and (4.3), we have

(4.4) AW =Srogt + 10— 2 [ P W) = at+ 2o
D plo 14+t o

(4.5) F(x,t) =F(t) = |sin(t)]".

We will next show that all the hypotheses of Theorem 3.1 are satisfied.
By Example 2 in [21, page 243], it follows that
pt=p+1 and p =p.
On the other hand, we point out that trivial computations imply that
EAVD 1] 1
a4 1+ VA
for all t € R and thus, relations (2.1)—(2.2) are satisfied.
e For each t € R, we claim that f € A. Actually, the inequality
£ ()]
sup ——————
telg 1+ |¢|at
holds for any 1 < ¢ < p and on the other hand, we have
sin@f _ s

=0 |¢]P" ==

+ (p—2)log(1 + |V)

< b < o0,

Select a compact set V' C Q of positive measure and v € WL 4(€2) such that v(z) =

inV and 0 < wv(x) < 7 in Q\ V. We obtain

/|sm |dx—\V|+/ | sin(v(z)[’dx > 0,

which means that (F}), (F2) and (F3) are verified. Also, for my = a the condition

(M) is satisfied, we set

z))|’dz > 0

Then, for a bounded domain € in RY of class C%', it follows from Theorem 3.1, that
for each compact interval A C (0*, +00), there exist a number § > 0 and $* > 0 such
that, for every A € A such that for all 5 € [0, 5*], and all g € A the following problem

{ (a4 b(D(u)* ") (—A)gu = Abcos(u) sin(u)| sin(u) "% + Bg(z,u), in Q,

u =0, in RV \ Q,
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where
(=A)iggu = 2 p.v/N log(1 + | D*ul)| D*ul"~> D*udp
R

has at least three weak solutions whose norms are less than 9.
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GROWTH ESTIMATE FOR RATIONAL FUNCTIONS WITH
PRESCRIBED POLES AND RESTRICTED ZEROS

N. A. RATHER!, M. SHAFI?, AND ISHFAQ DAR3*

ABSTRACT. Let R,, be the set of all rational functions of the type 7(z) = f(z)/w(z),
where f(2) is a polynomial of degree at most n and w(z) = [[;_, (2 — a;), |a;| > 1
for 1 < j < n. In this paper, we extend some famous results concerning to the
growth of polynomials by T. J. Rivlin, A. Aziz and others to the rational functions
with prescribed poles and thereby obtain the analogous results for such rational
functions with restricted zeros.

1. INTRODUCTION

Let P, be the set of all complex polynomials f(z) = 37, a;z7 of degree at most n
and let Dy = {z:|z| <k}, Diy ={2:|z| >k} and T}, = {2 : |z| = k}.
For a; € C with j =1,2,...,n, we set

n n 1 — .
v =TG- a). 8611 (L=2)
j=1 j=1 \ # ~ 4j

and

Ry = Ro(ar, ag, - . . an) = {ﬂz) fe iPn}.

w(z)

Then clearly R, is the space of all rational functions with at most n poles ay, as, . .., a,
with finite limit at infinity. We note that B(z) € R,,. Throughout this paper, we shall
assume that all the poles aq,as, ..., a, lie in Dy,.

Key words and phrases. Rational functions, polynomial inequalities, growth, zeros.
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For a polynomial f(z) of degree n having no zeros in D;_, T. J. Rivlin [8] proved
that, for p < 1 and 2z € Ty,

p+1N"
(1) 702 = (P57) 1l
The result is best possible and equality holds for f(z) = a(z — 3)", |B] = 1.

A. Aziz [2] generalizes inequality (1.1) and proved that, if f(z) is a polynomial of
degree n having no zeros in Dj_, then for z € T},

(12) |f(p2)|2<m> ) k>landp<,
and
(13) \f(pz)|2<m> ) k<Tand0<p< k2,

The result is sharp and equality holds for f(z) = (z + k)™.

Analogous to the above inequality, we have a result when 1 < R < k?, k > 1, which
can be found in [7, page 432], which states that if f(z) is a polynomial of degree n
having all its zeros in Dy, U T}, where k > 1, then for z € T} and 1 < R < k?

R+KE\"
(14) o< () e
The result is sharp and equality holds if and only if f(2) = ¢(z — ke?)™ for some ¢ # 0
and v € R.

In literature there exist various results in this direction related to the growth of
polynomials for reference see [1,3-6].

The main aim of this paper is to obtain certain growth estimates for rational
functions r(z) € R, having no zero in Dj_. In this direction we first present an
extension of inequality (1.2) to the rational functions. More precisely, we prove the
following.

Theorem 1.1. Let r € R, with no zero in Dy_, where k > 1, then for p < 1 and
z ey,

L9 oo = (405) T o

j=1 laj| +p

Remark 1.1. If we take & = 1 in Theorem 1.1, we get the following extension of
inequality (1.1) to the rational functions.

Corollary 1.1. Let r € R,, with no zeros in Dy_, then for p <1 and z € Ty,

oo = () T (1255 ) el

j=1 laj| +p
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Remark 1.2. Taking w(z) = (2 — )", |a| > 1, in Theorem 1.1, then inequality (1.5)
reduces to the following inequality

(1.6) £(p2)] = (”*’“)n (’O“ - 1>n

pz — «

1+k) \lal+p 7

Z—
Letting |a| — oo in inequality (1.6), we get inequality (1.2).

Theorem 1.2. Let r € R,, with no zeros in Dy_, where k < 1, then for 0 < p < k?
and z € Ty,

(L) o) > () T ([ ) o

j=1 laj| +p

Remark 1.3. By taking w(z) = (z — a)", |a| > 1, in Theorem 1.2, inequality (1.7)
reduces to the following inequality

(18) #p2)] 2 (ﬁ:)n (:ZI 12)

Letting |a| — oo in inequality (1.8), we get inequality (1.3).

pz —

[F(2)]-

Z—

Theorem 1.3. Let r € R, with no zeros in Dy_, where k > 1, then for 1 < R < k?
and z € Ty,

(1.9) r(R2)| < (fi:’) E(M) ().

Remark 1.4. Taking w(z) = (2 —«)", |a] > 1, in Theorem 1.3, inequality (1.9) reduces
to the following inequality

(1.10) [f(R2)] < (fi@ (Ml«j!'jfli’\)

n

Ul )

Z—

Letting |a| — oo in inequality (1.10), we obtain inequality (1.4).

2. PROOFS OF THE THEOREMS

Proof of Theorem 1.1. By hypothesis r € R,,, therefore we have r(z) = i(é)), where

w(z) = [I}=1(z — a;), |a;| > 1. Since all the zeros of f(z) lie in Dy, U T}, k > 1,
therefore if z; = pjeiej, 0 <6 <2m 1< j <n, are the zeros of f(z), then we write
f(z) = cllji (2 — p;€e), where p; > k > 1, j = 1,2,...,n. Hence, for p < 1 and
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0 <0 < 2w, we have

r(pe”)| _ | flpe) | /] f(e”)
r(e?) | Jw(pe®) |/ w(e®)
) ‘ﬂpew) ‘ w(e®)
f(e®) | Jw(pe®)
no| o if i0;| n | if
pe’’ — p;e'’i e’ —a;
(2.1) = . .
jl;Il 619 _ pjewj o peze —a
Now,
ﬁ pei? — peii _ n | pei®=0) — p.
| e = pyet® o =03 — p.
_ ﬁ (/JQ + 0 — 2ppjcos(0 — @-))1/2
i \ 1+ pf —2p;cos(0 — 0))
PP
> (as p < 1)
Jll+m
> - >k
=M1 Gsnzh
p+k\"
2.2 =|—] .
22 (£5)
Also for |a;] > 1, j=1,2,...,n, we have
(23) ﬁ i _aJ ﬁ |aj|_1.
j=1 pe’ — j=1 laj| +p

Using inequalities (2.2) and (2.3) in equation (2.1), we obtain for 0 < 6 < 27
rlpe)| S (ptk ”ﬁ jaj| — 1
L+k) 2 \lal +p

r(e?)
That is, for z € T7 and p < 1, we have

This completes the proof of Theorem 1.1. O
Proof of Theorem 1.2. By hypothesis r € R,,, therefore we have r(z) = 1}:((?)’ where
w(z) = IIj=; (2 — a;), |a;| > 1. Since all the zeros of f(z) lie in Dy UTy, k < 1,

therefore if z; = pjewj, 0 <60 <2m 1< j<mn, are the zeros of f(z), then we write
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f(z) = cllj_y(z — p;e), where p; >k, k<1, j=1,2,...,n. Hence, for 0 < p < k?
and 0 < 0 < 27, we have

i

r(pe®®) n | pet® — pieid| —a
2.4 —=| = . .
( ) 7«(619) ]1_[1 et — pjewj H peze —aj
Now,
ﬁ peza pj?iej _ ﬁ péi(e—ej) pj|
e 610 _ pjew] ] 61(9—0]-) _ pj
1/2
1 <p2 + pj — 2ppj cos(f) — 9j)> /
i \ 1+ pf —2p;cos(0 — 0)
S PP 2
> (as 0 < p <K%
jl;ll 1+ Pj
> (asp; > k)
i1+ k !
p+kE\"
2.5 =(—F] .
25 )

26) =

Using inequalities (2.5) and (2.6) in equation (2.4), we have for z € T} and 0 < p < k2,

r(p2)| > [(fj’;) 11 (H ;;) ] e,

which is the desired result. [l

Proof of Theorem 1.3. Since all the zeros of r(z) lie in Dy U T}, where k > 1,
therefore it follows that all the zeros of polynomial f(z) lie in Dy UTy, k > 1, therefore
if z; = pje®s, 1 < j < n, are the zeros of f(z), then we write f(2) = c[I}, (z — p;e®),
where p; > k> 1,j=1,2,...,n. Hence, for 1 < R <k? and 0 < 6 < 27, we have

i9

Re? — a;

R 62‘9
610 pj 619

r(Re' " |
i(ew)) -1l H

J=1

(2.7)
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Now,
ﬁ Rei@ o pjeiej B ﬁ Rei(Qij) . p]‘
e — pyes L "ei0=0) — p,
B ﬁ (1%2 + p? — 2Rp; cos(0 — @))W
s\ L+ pf —2pjcos(0 —0;)
~ R
<11 0 (as 1< R <k?)
e 1+ p;
" R+k
< _— >k
_Jl_]; 1 +kf (aS p] - )
R+E\"
2.8 = —
25 (1)
Also for |a;| > 1, j =1,2,...,n, we have
nl e —a; o1+ |ay)
(2.9) —— 1< J
re—a|= Lir—ja

Using inequalities (2.8) and (2.9) in equation (2.7), we obtain for 0 < 6 < 2,

r(Re®) < R+k nﬁ la;| +1
“\1+k R — |aj|| )

r(e’) j=1

That is, for z € T} and 1 < R < k?, we have

() I (o) e

j=1

r(Rz)| <

That completes the proof of Theorem 1.3. O
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RELATION BETWEEN CONVERGENCE AND ALMOST
CONVERGENCE OF COMPLEX UNCERTAIN SEQUENCES

BIROJIT DAS!, BABY BHATTACHARYA!, AND BINOD CHANDRA TRIPATHY?

ABSTRACT. In this paper, we introduce a new type of almost convergent complex
uncertain sequence with respect to uniformly almost surely. We characterize the
notion of almost convergence of sequences of complex uncertain variables further.
We establish the interconnection between convergent complex uncertain sequence,
bounded complex uncertain sequence and almost convergent complex uncertain
sequence in all five aspects of uncertainty.

1. INTRODUCTION AND PRELIMINARIES

In the real world, often we face various types of indeterminacy. Frequency gener-
ated by samples plays important role in the study to deal with those indeterminate
situations. Probability theory is an efficient tool to study the frequency. However,
sometimes it is difficult to collect observed data when some unexpected events occur.
In this case, decision maker have to invite experts to estimate the belief degree of each
events occurrence. For dealing with belief degree legitimately, an axiomatic system
named uncertainty theory satisfied normality, duality, and subadditivity was proposed
by Liu [9]. As a fundamental concept in uncertainty theory, the uncertain variable was
presented by Liu [9]. In order to describe an uncertain variable, Liu [9] introduced the
concepts of uncertain measure, uncertain distribution and expected value of uncertain
variable. The uncertain measure follows the axioms of normality, duality, subadditiv-
ity and product. In the year 2007, the notion of uncertain sequences and their four

Key words and phrases. uncertainty space, complex uncertain sequence, almost convergence,

convergence.
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types of convergences, namely convergence in mean, measure, distribution, almost
surely was introduced by Liu [9]. Then the same was extended by You [12] while he
introduced a new type of convergent uncertain sequence with respect to uniformly
almost surely. Thereafter, to describe the complex uncertain quantities, the notions
of uncertain variable and uncertain distribution are presented by Peng [10] in that
direction. Chen et al. [1] explored the work considering the sequence of complex un-
certain variables due to Peng [10]. They reported five types of convergence concepts of
uncertain sequences in complex environment by establishing interrelationships among
them. Since its initiation, the study of complex uncertain sequences got the full at-
tention of the researchers. These convergence concept of complex uncertain sequence
has also been generalised by Datta and Tripathy [8], Das et al. [2-7]. Recently, Saha
et al. [11] introduced the concept almost convergent complex uncertain sequence in
a given uncertainty space. They have initiated almost convergence in four directions
of uncertainty, namely almost convergence in mean, in measure, in distribution and
in almost surely. Also, they established the interrelationships between each types of
almost convergences upto some extent. In this article, at first we extend the study by
introducing the fifth direction of uncertainty, i.e., almost convergent complex uncer-
tain sequence with respect to uniformly almost surely. We show that every almost
convergent complex uncertain sequence with respect to uniformly almost surely is
almost convergent in almost surely. We further establish the interconnection between
almost convergent, bounded and convergent sequences of complex uncertain variable.

We now present few concepts and related results in the following, which will be
playing an important role in the whole study.

Definition 1.1 ([12]). Let us consider an uncertainty space (I',£,M). Then a
function ¢ from I'" to the set of complex numbers which is measurable in the aspect
of uncertainty is called a complex uncertain variable.

Definition 1.2 ([10]). Let us consider a sequence () of complex uncertain variables.
Then (¢,) is said to be almost convergent to ¢ in almost surely if there is such an
uncertain event A with unit uncertain measure that

m—r0o0

uniformly in n and for all v € A, where w,,,, = i Yoy Cntie1-

Definition 1.3 ([10]). A sequence ((,) of complex uncertain variables is called almost
convergent in respect of measure to some finite limit ( if the following condition is
satisfied: for all positive integer n and a positive real

1 m
lim M{||tnm —C|| > e} =0, where upm=— _ Curi1.
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Definition 1.4 ([10]). Let us consider a sequence () of complex uncertain variables.
The sequence is said to be almost convergent in respect of mean to a finite ( if

. 1
lim Ef||t,; — ¢||]] =0, where t,; = => Coti1.
l—00 l =1

Here n runs uniformly over N.

Definition 1.5 ([10]). Let us consider infinite numbers of complex uncertain variables
given by &,&1,&, ..., and suppose ®, Py ,,, Do,y ..., are the distribution functions
in respect of the complex uncertain variables &, 51+‘52+ Hom §2+€3+ Fomil  respec-
tively. Then the sequence (§,) is said to be almost convergent to ¢ in respect of

distribution if

lim D, m(c) = P(c),
for all n € N, ¢ being the complex point of continuity of the function ®.

Theorem 1.1 ([10]). If the real and imaginary part (&,) and (n,) of a sequence ((,)
almost converges to the finite limits & and n respectively with respect to measure, then
(Cn) = (& +imy) almost converges in distribution to £ + in.

Theorem 1.2 ([10]). If (¢,) is an almost convergent sequence of complex uncertain
variables in mean to some finite limit C, then it almost converges in respect of measure
by preserving the limit.

2. MAIN RESULTS

At first our intend is to define almost convergent sequence of complex uncertain
variables with respect to uniformly almost surely. We show existence of such sequence
and establish the interrelationship with the almost convergent complex uncertain
sequence in almost surely. Then, we initiate boundedness property of sequences
of complex uncertain variables and prove the interconnection between convergent,
bounded and almost convergent sequences of complex uncertain variables in all five
aspects of uncertainty.

Definition 2.1. A complex uncertain sequence ((,) is called almost convergent to a
finite limit ¢ in uniformly almost surely if there exists events { £, } with M{E,} — 0
such that ({,) almost converges to the same ¢ uniformly in the domain I' — E,, where
r € N, ie.,

lim
p-)OO

Z §n+k )

P k=0
for all v € I' — E, and uniformly for all n.

=0,

Ezxample 2.1. Let I' = {71,792, ...} be an infinite set of uncertain events and £ be the
power set of I'. Then £ becomes o-algebra on I'.
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Let the measurable set function M be defined as follows

MB = Y —

1 EB 2
Obviously, > 2% is unity and M holds the other axioms of uncertain measure. So M
v EB
becomes uncertain measure and thus, (I', £, M) is an uncertainty space.
Now, for a given € > 0 (however small) exists p € N such that 55 < e.
Let ({,) be a complex uncertain sequence, where the complex uncertain variable ¢,

is given by 1
_ ) 3b ifn=p,
G (7) { 0, otherwise,

for all v € I'. Also, let ¢ be the complex uncertain variable such that {(v) = 0 for all
v € . We have, |[Gu(v)—C(v)|| = ||34]| = 3, whenever n > N and [|G,(v) =¢(7)[] = 0,

27
for the remaining cases. Moreover, M{v;} — 0, as j > p. Then, from the above, one
can see that (¢,(v)) almost converges uniformly to ((v) =0, for ally € I' —;, j > p.

Hence, ((,) is almost convergent to ¢ in uniformly almost surely.

The following theorem is due to Saha et al. [10].

Theorem 2.1 ([10]). Suppose ((,) = (&, + in,) be a complex uncertain sequence. If
the real uncertain sequences (&,) and (n,) almost converges to & and n respectively in
respect of measure, then ((,) is almost convergent to & + in in the same direction.

We now establish the converse part of the same in the same context. This one result
produces few more interrelationships between the other almost convergence concepts.

Theorem 2.2. If a complex uncertain sequence (), which is given by ¢, = &, + iny,
almost converges in measure to the finite limit & + in, then the real part (&,) and
imaginary part (n,) also almost converges to & and n in measure.

Proof. Let ((,), where (, = &, + in, is almost convergent to ¢ = £ + i1 in measure.
Then, for any § > 0, we have

1272
M{ = ok — ¢
D =o

25}—>O, as n — oo

k=0

p—1

25}—>0, as n — 00

1 p—1 1 p—1
=M { - Z(fnﬂc — &) +i— Z(nwrk —1)
D=o p

k=0

25}—)0, as n — oo.

This implies that there exists 0 < § < g such that

M{w

Zél}—>0, as n — 0o,

| : gsn+k<v> &)
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fo

Evidently, the uncertain sequences (&,) and (7,) are almost convergent in measure
to £ and 7). O

and

15

= sk(¥) = n(v)
P =0

26/}—>0, as n — 00.

In view of the above Theorem 2.2 and Theorem 1.1, we can deduce the following
result.

Corollary 2.1. Almost convergence in measure implies almost convergence in distri-
bution.

From Theorem 1.2 and Corollary 2.1, we can give the following.

Corollary 2.2. An almost convergent sequence in mean almost converges with respect
of distribution therein.

Remark 2.1. The notion of almost convergence in almost surely and almost convergence
in measure are the concepts no way related.

In the following two examples, we demonstrates the validity of the statement.

Ezxample 2.2. We consider the space (I, £, M), with T" = {1, 72,73,74} and £ = P(T).
Define M as follows:

0, ifA=a,

1 itA=T

M A — ) )
{ } 06, if v € A,

We define (,, and ¢ as follows:

1, if a =,

2i, if =9,
Cn(Oé) = 327 if a = 35
4i, if o =y,

0, otherwise,

for n € N and ((y) =0 for all v € T.
Observe that (, — (, except only for v = 71,7,73,71 and so ((,) is almost
convergent to ( in almost surely. However, for some § > 0, we have

M{|[¢Gn = ¢l = 0} = M{y |G (v) = CNI = 6} = M{71, 92,73, 7a} = M{T} =1,

Consequently, the complex uncertain sequence ((,) is not almost convergent in mea-
sure.
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Ezample 2.3. Let us consider the space (I, £, M), with I" = [0, 1], £ = P[0, 1]. Here
the uncertain measure is the Lebesgue measure.
Suppose ¢, and ¢ be given by

. . 1
C(Oé): 2 1f%§a§#,
" 0, elsewhere,

and ((a) =0 forall vy € ', n =2"'+ p € N, where p,t are integers. Then,

110*1 1p71
MA=D G = || 200 =My || =D Guan(r) = C(9)|| 20

P k=0 P k=0
1l+p p 1
oot ot ot

and hence,
. p_l .
gggom{vr p Z Guk(7) = ¢(7) 25}—}%2&—0.

Thus, the complex uncertain sequence ((,) almost converges to ¢ in measure.
On the other hand, let 7 € [0,1]. Then, there are intervals of the form [Z, 2]
containing ~y, for different values of p. Therefore, ((,) does not converges to ¢ in

almost surely and hence ((,) is not almost convergent to ¢ in almost surely.

Remark 2.2. An almost convergent complex uncertain sequence in almost surely may
not be almost convergent in distribution. The following example satisfies the same.

FExample 2.4. Consider the uncertainty space and sequence taken in example 2.2.
Let ®,(z) and ®(z) be the uncertainty distribution functions of ¢, and ¢, respectively.
Then

0, ifp<0,q€(—00,),
0, ifp>0,q9<1,

06, ifp>0,1<¢g<2,
0.6, ifp>0,2<g<3,
0.6, ifp>0,3<qg<4,

1, ifp>0,q>4,

D, (2) = Ppu(p +iq) =

and
0, ifp<0,q€(—00,0),
O(z=p+iqg) =<0, ifp>0,¢g<0,
1, ifp>0,q>0.

Thus, (¢,) is not almost convergent in distribution to (.

Remark 2.3. An almost convergent complex uncertain sequence in mean may not be
almost convergent in almost surely.
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1
257

which tends to 0, as n — oo. Then, the sequence almost converges to ( in mean also.
But it was already proved that ((,) is not almost convergent in almost surely.

FExample 2.5. From the Example 2.3,

1272

E Z; z_: Gtk (7) — C(7)

Remark 2.4. A sequence ((,,) which is almost convergent in almost surely may not be
almost convergent in mean. Explanation is provided in the following example.

Ezample 2.6. Consider the space (I', £, M) with T" = {v1,72,73,... }, £ = P(I") and

2 1
M{A} = D 3 306-1"

V€A

Define (,, and ¢ respectively by

3", if a =,
o) = { 7

0, elsewhere,

for n € N and ( = 0.

One can easily observe that the sequence ((,) almost converges to ¢ in almost
surely.

Now, for the uncertain variable ||(,||, its uncertainty distribution function is given

by

0, if p<O,
Gu(p) =4 1— &, 0<p<3,
1, elsewhere,

for n € N.

Now, integration to the above distribution function for expected value gives us
152

E[;)Cn-i-k_c ] =L

Therefore, the complex uncertain sequence ((,) is not almost convergent in mean to (.

E

Theorem 2.3. The sequence ((,) is almost convergent in almost surely to ¢ if and
only if for any € > 0 exists N € N in such a way that

M{Nﬁl GN{ ;zcnﬂ(v)—cm zs}}zo.

Proof. The definition of almost convergence in almost surely leads us to the existence
of such uncertain event A with M{A} = 1, such that

lim
n—oo

15
= Car(@) = C(@)|| =0, forall a € A
pr:()
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Let € be a preassigned positive number. Then, there exists N € N such that for any
a € A, we have
o0 o0
{A U <etr=1
N=1 n=N
where n > N.
Applying the duality axiom of uncertain measure to the above, we get

{094

Hence, the theorem is proved. O

12

1; mz:% Cner(a) - C(Oé)

121

= Gural@) = ((a)

p =0

28}}20, for all o € A.

Theorem 2.4. The necessary and sufficient condition for a complex uncertain se-
quence ((,) to almost converges in uniformly almost surely to ¢ is that for any € > 0,

there exist 6 > 0 and N € N such that
> 5}} < €.

{04

Proof. Let the sequence ((,) of complex uncertain variable almost converges to ¢ in
uniformly almost surely. Then for ¢ > 0, there exists 6 > 0 and an event B with
measure less than v, v — 07, such that the sequence ((,) converges uniformly to ¢
on I' — B. That means, there exists ng € N so that

122

];:;]Cn—&-m _C

1p-d

Z; Z% Cn-&—x(fy) - C('y)

<eg, foralln>ngandallyel — B.

Also, v < e. Thus, we have

9

Applying the subadditivity axiom of uncertain measure, we get

M{G{ 25}}§M{B}<I/<5.
151

Conversely, let
M U — Z Cn+x — C Z ) < E.
n=N p =0

We take § > 0. Then for any v > 0, a > 1, there exists a positive integer a, such that

1272

, ;) Cnra(7) = C(7)

2(5}@3.

12

Eg)cnﬂ _C

> 187! 1 v
M{ ! { ];Z%Cner_C ZCL}}<2“.
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0o 00 —1
Consider B= U U { LS Gova = (|| 2 i}- Then
a=1n=as =0
ad i N B 1 >y
M{B}SZM U *ZCner_C > = SZTI:V-
a=1 n=as p =0 a a=1 2
p—1
Moreover, supWeF,BIlJ > [Gr=(Y) — C(V)]| < %, where m = 1,2,3,..., and n > a,.
=0
Therefore, the result is established. [l

Theorem 2.5. Let the sequence () be almost convergent in uniformly almost surely
to . Then, the sequence ((,) is almost convergent in almost surely to (.

Proof. Taking Theorem 2.3 into consideration, we have if the complex uncertain
sequence ((,) almost converges to ¢ in uniformly almost surely, then

5

P

Now, since
0o 0o 1 p—1 0o 1 p—1
M ﬂ U 72Cn+1_c >0 <M U *ZQH.;E—C >0 < g,
N=1 n=N (||? 2=0 n=N | ||P =0
hence, ((,) almost converges in almost surely to (. 0

Theorem 2.6. A complex uncertain sequence ((,), which almost converges with respect
to uniformly almost surely to C is also almost convergent in measure therein.

Proof. Let () be almost convergent in uniformly almost surely to . Then, for ¢ > 0
and 0 > 0 there exists ng € N so that

00 1 p—1
M{ U { —Zgnﬂ—g 25}} < g, forall n>ny.
n=ngo psz
Then
1 p—1qg—1
Mey:||— Z Z <m+m,n+y<7) — ()| =96
pq =0 y=0
o0 1 p*l
<Mq U {7 ];ZCM(V)—C(W) >0 <e
n=ngo =0
Hence, the sequence ((,) almost converges in measure to (. 0

Theorem 2.7. Almost convergence in uniformly almost surely of a complex uncertain
sequence implies its almost convergence in distribution with preservation of limit.

Proof. 1t is straightforward from the Theorem 2.6 and Corollary 2.1. O
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Remark 2.5. From the above discussion, a more complete version of interrelationships
between different almost convergence in an uncertainty space can be depicted in the
Figure 1 given in the top of the following page.

4‘ Uniformly Almost Surely ]7

L 4 A J
‘ Almost Surely \L.: | -.;| Measure J

J |

r

¥ h

‘ Distribution }1 |

FIGURE 1. Interrelationships among five types of almost convergence

Saha et al. in [10] stated that in a given uncertainty space every convergent complex
uncertain sequence is almost convergent to the same limit therein. The statement
holds true for all the four aspects (in mean, measure, almost surely, distribution)
introduced in [10] and in the fifth direction of uncertainty in uniformly almost surely,
also. In this context, we give the detailed proof of the same below.

Theorem 2.8. A convergent complex uncertain sequence which converges in uniformly
almost surely to a finite limit, is also almost convergent to the same limit therein.

Proof. Let (I', £, M) be an uncertainty space and ({,) be a complex uncertain sequence
which converges to ¢ in uniformly almost surely. That means for any given € > 0
there exist ng € N and a sequence (F,) of uncertain events with uncertain measure
of each of the events tending to zero such that

[[Ga(7) = C()[| <&, forall n > ng.

Now, for every positive integer p, n > ng, v € I' — E, and any € > 0, we have

107t

, ;;) Cnrk(7) = C(7)

Ca(Y) + Cur1(7) + -+ + Guap1(Y)
p

- <t
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C(7) + Gor1(9) + - 4 Cagp1(7) — PC(7) H

p
:H{Cn(v)—C(v)}+{cn+1(7)—C(v)}+---+{én+p1(7)—<(7)}H
p
S{Hén(v) — O M) = €O IICn+p1(7)—<(v)H}
p p P
B E o
p D p p

uniformly for all n.
Since ¢ is chosen arbitrary, the obvious conclusion is that

lim =0.
pP—00

1S ) = )

2y

Hence, ({,) is an almost convergent complex uncertain sequence in uniformly almost
surely to . O

Remark 2.6. In the above theorem if we replace the sub-collection I' — E,,, by A, which
is a subset of I' with M{A} = 1, then we can easily prove that every convergent almost
surely complex uncertain sequence is almost convergent in the same direction.

Theorem 2.9. A convergent complex uncertain sequence in mean almost converges
in the same aspect. Also, limits of the both cases are identical.

Proof. Suppose ((,) converges to ¢ in mean. Then lim, o, F[||(, — ¢||] = 0. This
implies, for a preassigned € > 0 there exists ng € N such that
(2.1) Ell|¢. —C|]] <&, forall n > ny.

Suppose p € N be given. Then

lp_l _ _ Cn+<n+1+"'+€n+p*1_ ||
pégﬁ-k’ g' - D C

_ Cn+<n+1+"'+<n+p—1_ng

p
_ {Cn_<}+{gn+l_C}+"'+{Cn+p—l_C}H
p
§ gn_<|+|<n+1_g||+_|_|<n+p1_<||
p p p

Applying the expected value operator to both sides, we get for any n > nq

El o0t lom =0t {on =0 ]
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1
SEE[HCn = ¢l + G =l -+ [ Gnap-1 = (]
1
:E{E[Hgn — ¢l + ElllGnrr =l + - -+ + ElllCatp—1 = CII]}
1
<—(e+e+---+¢) .
p p
Consequently, ((,) is an almost convergent complex uncertain sequence in mean
to C. 0

Remark 2.7. Using the complex uncertainty distribution operator, instead of expected
value operator in the above Theorem 2.9, one can verify that convergence in distribu-
tion of a complex uncertain sequence implies its almost convergence.

Theorem 2.10. For a complex uncertain sequence

convergence in measure = almost convergence n measure.

Proof. Let ((,) converges to ¢ in measure. Then for any given ¢ > 0
Tim M{|IG, — ¢I| > £} = 0.
Then for any p € N

p—1
M{ LN ¢ >e}
P i=o

_ { Cn+§n+1+"'+<n+p*1

—( >5}
p
:M{ Cn+ Cnt1+ -+ Gugp—1 — PC >€}
p

_M{ (G =G+ {Gm =G+ + {Gr — ¢

-]

p

SM{ bn =6 >6’}+M{‘Cn+l_§ >6/}+~~~+M{’€n+p_l_< >5’}
p p p

=M{[I¢n = ¢l > e’} + M{|[¢nsr = CII > pe'} + -+ + M{[Grp1 — €I > pe'},

for some &’ < %. Taking limiting case of n > ng to infinity, we get

. 15
ggrgoM{ ];ZCWC—C >6} = 0.
k=0
Consequently, ({,) is an almost convergent complex uncertain sequence in measure to
C. O

Theorem 2.11. If a complex uncertain sequence ((,) is almost convergent in mean
then () is bounded in mean also.
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Proof. Since ((,) converges to ¢ in mean for every £ > 0, there exists ny € N such

that

122

E |- Z Cnvz —Cl|| <e, forall p>ngand uniformly for all n € N
p x=0

n+p—1

=F Z (. — (||| <e, forall p>ngand uniformly for all n € N.
k=n

1
L p -

This holds valid for p =p+ 1 and so E H’Z}Zifb_l Ckm is finite. Thus, there exists a
finite real number M such that

n+p*1 M
k=n
The above inequality can be established if we take p =p+1 and ¢ = ¢+ 1. Now,
n+p n+p n+p n+p M M
EllGII=E{|[>_G— > & SE[ZQ@]+E Y G| <5+ =M
k=n k=n+1 k=n k=n+1 2 2

Therefore, sup,, E[||¢,|]] < M and hence the complex uncertain sequence is bounded
in mean. O

Remark 2.8. The above theorem holds good for the remaining cases of uncertainty.
That is, almost convergence of complex uncertain sequences implies its boundedness
in measure, distribution, almost surely and uniformly almost surely too.
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