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A STUDY OF FUNCTIONS ON THE TORUS AND
MULTI-PERIODIC FUNCTIONS

DHAOU LASSOUED1

Abstract. In this paper, we are concerned with functions defined on the cube
Qm = [−π, π]m and functions defined on the torus Tm. Especially, the harmonic
analysis of Sobolev-type spaces is carefully studied. We analyze in particular peri-
odic distributions and distributions on the torus. We introduce a space similar to
H1

0 , for which we prove a Poincaré-Wirtinger inequality. We prove that the usual
Rellich-Kondrachov result does not hold for these last space because of the lack of
compactness. A result of absolute continuity and density of regular functions is then
established and a theorem of traces is obtained.

1. Introduction

Functions which repeat themselves after a fixed length of their arguments, so-called
period, are called the periodic functions. Common examples of the periodic functions
are the trigonometric sine and cosine functions with period each. Geometrically,
a periodic function is the one whose graph displays a translational symmetry. In
particular, a function is periodic with period if the graph remains invariant under
translation in the direction by a distance.

Periodic functions appear in many practical problems. In most of the cases, they
are more complicated than the ordinary sine and cosine functions. Indeed, periodic
functions are a vital part of all scientific, engineering, technological and mathematical
processes. In all branches of mathematics, they have well-defined analogues. These
functions are used in modeling many dynamical, physical, and biological processes.
They have wide-range applications in different fields of science, mathematics and
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engineering to study and characterize phenomena like conduction of heat, mechanical
vibrations, electric circuits and electromagnetic waves etc.

Based on the periodic functions, there exist their periodic extensions. In fact,
periodic extensions of the periodic functions are another class of the functions which
are used in modeling more complex physical, biological and more advanced systems.
Most of the studies on the periodic functions and their extensions have been limited to
a single period. Their transformation to the functions called the periodic extension are
the half-wave rectification, full-wave rectifications in electrical engineering. The graph
of such a function is obtained by periodic repetition of its graph in any interval of the
length of its period. We call these periodic extensions as the multiperiodic functions.
Multiperiodic functions are commonly used to model complex dynamic systems in
applied and pure sciences such as population dynamics and weather forecasting.

Historically, the Fourier transform was first introduced by Joseph Fourier in his
study of the heat equation. In this context, Fourier showed how a periodic function
could be decomposed into a sum of sines and cosines which represent the frequencies of
the function. From a modern point of view, the Fourier transform is a transformation
which accepts a function and returns a new function, defined via the frequency data
of the original function. As a bridge between the physical domain and the frequency
domain, the Fourier transform seems to be the main tool of use in harmonic analysis.

Moreover, Sobolev spaces are the main tools in the modern theory of partial differen-
tial equations. They give a very natural functional analytical framework for the study
of existence, regularity and qualitative properties of the boundary value problems.
Indeed, Sobolev spaces are ubiquitous in harmonic analysis and Partial differential
equations, where they appear naturally in problems about regularity of solutions or
well-posedness. Tightly connected to these problems are certain embedding theorems
that relate the norms of Lebesgue and Sobolev spaces for appropriate indices. The
appeal of Sobolev spaces is due to the simplicity of their definition which captures
both the regularity and size of a distribution. On the other hand, an efficient tool
when dealing with Sobolev spaces and partial differential equations is the Poincaré-
Wirtinger inequality that provides norm equivalences under appropriate assumptions.
These inequalities usually provide Sobolev embeddings and compactness results (see
Adams [1]).

Besides, the Rellich-Kondrachov compactness theorem, which gives compact em-
beddings of Sobolev spaces [2, Theorem 6.2], is fundamental for the study of elliptic
boundary value problems.

On the other hand, due to its geometric and topological structure, the torus has
shown an interesting means to study periodicity/quasi-periodicity of solutions in many
applications. The interest of considering spaces of functions on the torus is because
these can be identified with periodic functions, so it is natural to look for solutions
of partial differential equations with periodic border conditions in these spaces. Now,
boundary conditions are understood in the sense of the trace, which is related to the
trace method and the trace spaces in the theory of interpolation.
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In this paper, we aim to study the functions defined on the cube [−π, π]m and
those defined on the torus Tm. That means the behaviours of multiperiodic functions
and functions on the torus are analyzed. We give a complete harmonic analysis of
Sobolev-type spaces. The distributions on the torus and the periodic distributions
are studied. Namely, we introduce a space similar to the classical space H1

0 and
we prove that on this introduced space, a Poincaré-Wirtinger inequality holds true
while the known Rellich-Kondrachov is no longer valid due to the lack of compactness.
We finally get a result on absolute continuity and density of regular functions and a
theorem of traces.

2. Notations and Preliminary results

Throughout this manuscript, we denote by N∗ or by Z+ the set of all positive
integers and by Z the set of all integers. The set of real numbers is denoted by R and
that of all complex numbers is denoted by C.

We shall fix an integer m ≥ 2 and a vector ω ∈ Rm whose components are linearly
independent on Z and are strictly positive. We denote also by Qm the cube of
dimension m, that is, Qm := [−π, π]m. The notation Tm shall be deserved for the
torus of dimension m, that is Tm := Rm/(2πZ)m.

For a vector x = (x1, . . . , xm) ∈ Rm, we denote by x−j the vector of Rm−1 defined by
x−j := (x1, . . . , xj−1, xj+1, . . . , xm). The couples (x−j, xj) and (xj, x−j) denote both x.

For x, y ∈ Km, we denote by x · y and by |x| respectively the usual inner product
of x and y and its associated euclidean norm:

x · y =
m∑

j=1
xjyj, |x| =

√
x · x.

The notation eν : Rm → C, for ν ∈ R, is reserved for the function defined for all
x ∈ Rm by eν(x) := exp(iν · x).

We shall denote by Z⟨u1, . . . , up⟩ (ui belongs to a linear space F over R) [9, p. 81],
Z-modulus generated by u1, . . . up, that is,

Z⟨u1, . . . , up⟩ :=
{ p∑

j=1
kjuj : (kj)j ∈ Zp

}
.

We denote by τp(u), for a given function u : Rm → E and a given p ∈ Rm, the
translated function of u defined on Rm by τp(u)(x) := u(x+ p).

If the space E is a topological space, we use the standard notation, for a given
subset A ⊂ E, int(A) the interior of the set A.

Let us consider a linear normed space X over R of finite dimension m.

2.1. First notions. We give here the following definition that can be found for
example in [4, p. 55] or in [15, p. 64].
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Definition 2.1. A function F : X → E is said to be periodic if there exists a non
zero p ∈ X such that for all x ∈ X, we have F (x + p) = F (x). Such a vector p, as
well as 0, is called a period of F .

The set of all periods of a given function is an abelian subgroup of (X,+), which
becomes also a closed set if the function is continuous. We denote by Per(F ) the set
of periods of a function F .

Proposition 2.1. Let F : X → E be a periodic function, Y be a normed linear space of
dimension m and L be a linear isomorphism from Y into X. Let us define the function
G := F ◦ L : Y → E. Then, G is a periodic function, and Per(G) = L−1(Per(F )).

Proof. Take p one period of F and y ∈ Y . We haveG(z+L−1(p)) = F ◦L(z+L−1(p)) =
F (L(z) + p) = F (L(z)) = G(z), which shows that G is a periodic function and that
L−1(Per(F )) ⊂ Per(G). The converse inclusion can be obtained by interchanging F
and G. □

2.2. Lecture in a basis. We consider the canonical basis of X = Rm, denoted by
(ej)1≤j≤m. We denote (e∗

j)1≤j≤m its dual basis and χ the isomoprhism from X into
(Rm)∗ defined by:

χ(x) = (e∗
j(x))1≤j≤m.

We denote also:
χ−1(x1, . . . , xm) =

m∑
i=1

xiei.

We shall now analyze the link between the function F and the function f := F ◦χ−1

defined on Rm.

Definition 2.2. The function f is said to be 2π-periodic in each variable if for all
j = 1, . . . ,m, x−j ∈ Rm−1, and for all xj ∈ R, we have f(x−j, xj + 2π) = f(x−j, xj),
which is also equivalent to say that for all k ∈ Zm, and for any x ∈ Rm, we have
f(x+ 2πk) = f(x).

Therefore, we have the following.

Proposition 2.2. The following assertions are equivalent.
(a) F is periodic and Per(F ) ⊃ 2πZ⟨e1, . . . , em⟩.
(b) f is 2π-periodic in each variable.

Proof. We refer to Proposition 2.3 which is more general. □

2.3. Change of basis effects. Let actually take another basis of Rm, (bj)1≤j≤m. We
denote by (b∗

j)1≤j≤m its dual basis and by χ1 the isomorphism from X into (Rm)∗

defined for all x ∈ Rm as:
χ1(x) = (b∗

j(x))1≤j≤m.

Keeping the same previous notations, we set f1 := F ◦ χ−1
1 .

Proposition 2.3. The following assertions are equivalent.
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(a) F is periodic and Per(F ) ⊃ 2πbj.
(b) For all x−j ∈ Rm−1, f1(x−j, ·) is 2π-periodic from R into E.

Proof. (a) ⇒ (b) Let us fix arbitrarily x−j ∈ Rm−1.
Then, for all xj ∈ R, we have:

f1 (x−j, xj + 2π) = F ◦ χ−1
1 (x−j, xj + 2π) = F

(
2πbj +

m∑
i=1

xibi

)

= F

(
m∑

i=1
xibi

)
= F ◦ χ−1

1 (x−j, xj) = f1 (x−j, xj) .

Therefore, (a) implies (b).
(b) ⇒ (a) Now, we fix an arbitrary x ∈ Rm. We have

F (x+ 2πbj) = F ◦ χ−1
1

(
b∗

−j(x), b∗
j(x) + 2π

)
= f1

(
b∗

−j(x), b∗
j(x) + 2π

)
= f1

(
b∗

−j(x), b∗
j(x)

)
= F ◦ χ−1

1

(
b∗

−j(x), b∗
j(x)

)
= F (x) .

This completes the proof. □

Notation 2.1. We introduce Qm ⊂ X as:

Qm :=
{

m∑
i=1

xiei : for all i = 1, . . . ,m, xi ∈ [−π, π]
}
.

We have χ(Qm) = [−π, π]m. We denote by Km := χ1(Qm).

2.4. Change of basis and integrals. We keep the previous notations, by assuming
in addition that both basis are orthonormal.

We set, for y−1 ∈ Rm−1,

K(y−1) := {y1 ∈ R : (y1, y−1) ∈ Km}

and
D :=

{
y−1 ∈ Rm−1 : K(y−1) ̸= ∅

}
.

The theorem of change of variables consecutively with change of basis under the
integrals allow us to get the following.

Proposition 2.4. For any continuous function f : Rm → E, we have:∫
[−π,π]m

f(x)dx =
∫

D

(∫
K(y−1)

f1(y)dy1

)
dy2 · · · dym.

Proof. The functions f , f1 and F are continuous. By Fubini’s theorem, we have:∫
χ1(Qm)

f1(y)dy =
∫

D

(∫
K(y−1)

f1(y)dy1

)
dy2 · · · dym.
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Besides, since the isomorphisms χ and χ1 are orthogonal, their determinant is in
absolute value equal to 1, which gives the following identities by applying the change
of variables formula:∫

χ1(Qm)
f1(y)dy =

∫
Qm

F (x)dx =
∫

χ(Qm)
f(x)dx.

We deduce the result then by comparison of these inequalities and by using χ(Qm) =
[−π, π]m. □

Lemma 2.1. For all y−1 ∈ D, K(y−1) is a closed interval of R with diameter equal
to 2π

√
m.

Proof. Let us fix y−1 ∈ D. K(y−1) is closed convex set of R, because it is the reciprocal
image of the convex set Km via the affine application ϕ(y1) = (y1, y−1). We deduce
that K(y−1) is a closed interval. Since K(y−1) ⊂ χ1(Qm), we have:

diam[K(y−1)] ≤ diam[χ1(Qm)].

Since χ1 is orthogonal, we know, due to the formula of change of variable for the
integrals, that:

diam[χ1(Qm)] = diam[Qm].
Now, if x, y ∈ Qm, we have:

|x− y|2 =
m∑

i=1
(xi − yi)2 ≤ m(2π)2,

the upper bound is reached (for example) for x = (−π, . . . ,−π) and y = (π, . . . , π).
We conclude that:

diam[Qm] = 2π
√
m,

which completes the proof of the lemma. □

2.5. Change of basis and derivation. (ei)i denotes the canonical basis of X, and
we denote by (bj)j another orthonormal basis such that b1 = ω/|ω|.

Let U : Rm → E be a function which is 2π-periodic in each variable, F := U ◦ χ
and V := F ◦ χ−1

1 .

Definition 2.3 ([8, p. 251]). Let x ∈ Rm and ϕ be a function defined on an open
set U of Rm containing x and with values in E. The function ϕ admits a directional
derivative (called also Gâteaux-variation) in the direction v if

ϕ(x+ θv) − ϕ(x)
θ

has a limit when θ tends to 0.
This limit, denoted by D⃗ϕ(x, v), is called directional derivative (or also Gâteaux-

variation) of ϕ in the direction v.
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Definition 2.4. We define the Percival derivation operator (cf. [11, 12]) for U differ-
entiable in the direction of ω by:

dωU(x) := D⃗U(x, ω).
Remark 2.1. When U is in addition Fréchet-differentiable in x, we have

dωU(x) =
m∑

i=1
ωi
∂U

∂xi

(x).

The link between the notions of derivation is analyzed in the following proposition.
Proposition 2.5. Let U be differentiable in the direction of ω. Then, V is differen-
tiable with the respect to the first variable, and we have the relation

dωU(x1, . . . , xm) = |ω|∂V
∂y1

(y1, . . . , ym).

Proof. Since ω = |ω|b1, we have:
D⃗F (x, ω) = |ω|D⃗F (x, b1).

Besides, we have D⃗F (x, ω) = dωU(x) and D⃗F (x, b1) = ∂V
∂y1

(y1, . . . , ym). This achieves
the proof of the proposition. □

3. Functions on the Torus and Functions on Qm

3.1. Functions defined on the torus. We give here a (non-geometric) definition of
the functions defined on the torus Tm and we study how to extend a function defined
on Qm into a function defined on the torus. Here, the torus is not seen as a geometric
object, but as a notation to specify the periodicity with respect to each variable of
the functions involved.

For ”regular“ functions, we therefore set, when k ∈ N ∪ {+∞}:
• Ck(Tm,E) is the space of functions of Ck(Rm,E) which are 2π-periodic in each

variable;
• Ck

ω(Tm,E) is the space of continuous functions, k times continuously differen-
tiable in the direction of ω and 2π-periodic in each variable;

• Ck
c (Tm,E) is the space of functions of Ck(Tm,E) which vanish on an open

neighborhood of ∂Qm;
• Ck

c,ω(Tm,E) is the space of functions of Ck
ω(Tm,E) which vanish on an open

neighborhood of ∂Qm.
For the functions of Lebesgue spaces, we shall first define the notion of periodicity.

Definition 3.1. For a function u (strongly) measurable from Rm into E, we call that
u admits the vector p as a period if : τpu = u. We call u is periodic if it has a non
zero period and we denote

L0(Tm,E) :=
{
u ∈ L0(Rm,E) : 2πZ⟨(ei)i⟩ ∈ Per(u)

}
.

The space L0(Rm,E) denotes here the space of measurable functions.
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For the other Lebesgue spaces Lα, we set, when α ∈ [1,+∞]:
Lα(Tm,E) := {u ∈ Lα

loc(Rm,E) : 2πZ⟨(ei)i)⟩ ∈ Per(u)} .
We endow this space with the norm:

∥u∥Lα :=
(∫

Qm
|u(x)|αEdx

)1/α

,

if α is finite, and when α = ∞ with the norm:
∥u∥∞ = ess sup |u|E := inf {α : |u|E ≤ α a.e.} .

These spaces are Banach spaces. We remind that we note sup instead of ess sup.

Notation 3.1. In the sequel, we use the notation ∥ · ∥ instead of ∥ · ∥L2 .

Remark 3.1. For a given function u ∈ L1(Tm,E), the integral
∫
Tm u(x)dx denotes∫

Qm u(x)dx. The relation between this integral and the integral with respect to the
Haar measure on the torus is:∫

Tm
u(x)dµm(x) = 1

(2π)m

∫
Tm
u(x)dx.

Moreover, we equip the space L2(Tm,H) with the following inner product

⟨u; v⟩ :=
∫
Tm
u(x) ·H v(x)dx.

L2(Tm,H) is then a Hilbert space.
We immediately have the following result.

Proposition 3.1. For all p ∈ Rm, the following assertions hold.
1. For all k ∈ N ∪ {+∞}, τp(Ck(Tm,E)) ⊂ Ck(Tm,E).
2. For all α ∈ [1,+∞], τp(Lα(Tm,E)) ⊂ Lα(Tm,E).

3.2. Extension theorems. The extension of functions defined on Qm into functions
defined on the torus can be done using the following lemma.

Lemma 3.1. The following statements hold true.
1. For all x ∈ Rm, there exists k ∈ Zm, such that x− 2πk ∈ Qm.
2. The boundary of Qm is given by

∂Qm =
{
p ∈ Qm : there exists j ∈ {1, · · · ,m}, pj ∈ {−π, π}

}
and is Lebesgue-negligible in Qm and in Rm.

3. If f is 2π-periodic in each variable, f satisfies the following condition at the
boundary:

(CF) For all i ∈ {1, . . . ,m} and for all x−i ∈ Rm−1, f(x−i,−π) = f(x−i, π),
which can also be written as: for all ξ, ζ ∈ Qm, [for all i ∈ {1, . . . ,m}, ξi = ζi

or (ξi ∈ {−π, π} and ζi ∈ {−π, π})], this implies that f(ξ) = f(ζ).



A STUDY OF FUNCTIONS ON THE TORUS AND MULTI-PERIODIC FUNCTIONS 305

Proof. 3. Results from the definition of periodicity.
For the assertion 1, given x ∈ Rm, we set for each j = 1, . . . ,m,

kj = E
(
xj + π

2π

)
,

where E denotes the integer function. We verify that k ∈ Zm and for all j = 1, . . . ,m,
we have −π ≤ xj − 2πkj < π, and so x− 2πk ∈ Qm.

Let us now prove 2. We shall show that IntQm = (−π, π)m.
Firstly, we have IntQm ⊃ (−π, π)m because (−π, π)m is an open set of Rm contained

in Qm. If the inclusion is strict, there is a p ∈ IntQm and a j0 such that pj0 ∈ {−π, π}.
Without loss of generality, we assume that pj0 = π.

The sequence
(
(pj + 1

n
)1≤j≤m

)
n

converges to p, but none of its elements are in Qm.
Therefore, p /∈ IntQm.

This ends the proof of this lemma. □

Let us start with the study of the extension in the case of Lebesgue spaces.
Proposition 3.2. The map J : Lα(Tm,E) → Lα(Qm,E) defined by: J(u) := u|Qm is
an isometric isomorphism of Banach spaces (and even Hilbert if α = 2 and E = H).
Proof. J is obviously an isometric linear map.

We shall now prove that it is bijective.
Surjectivity. Let us take a function f ∈ Lα(Qm,E). Even if it means modifying f

on the boundary of Qm (which is Lebesgue-negligible), we can assume that f is zero
on ∂Qm.

Let x ∈ Rm. If there exists k, l in Zm, distinct, for which we simultaneously have
x − 2πk ∈ Qm and x − 2πl ∈ Qm ans so for all i such that ki ̸= li, we have (ki = 0
and li = 2π) or (ki = 2π and li = 0).

Therefore, by (CF), f(x − 2πk) = f(x − 2πl), and it is then possible to define
f̃(x) = f(x− 2πk) where k is arbitrarily chosen in Zm so that x− 2πk ∈ Qm.

Let us show now that the function f̃ previously defined is periodic. If p ∈ Zm

and x ∈ Rm are given, let us take k ∈ Zm such that: x − 2πk ∈ Qm. We have
(x + 2πp) − 2π(k + p) ∈ Qm. Hence, f̃(x + 2πp) = f((x + 2πp) − 2π(k + p)) =
f(x− 2πk) = f̃(x).

Finally, it remains to verify that it belongs to Lα. The restriction of f̃ to each
Qm + 2πk, where k ∈ Zm has the form of x 7→ f(x+ 2πk), and hence f̃ ∈ Lα

loc(Rm,E),
which shows that f̃ ∈ Lα(Tm,E) and verifies J(f̃) = f .

Injectivity. Let f ∈ Lα(Qm,E) and f1 and f2 be two functions such that J(f1) =
J(f2) = f . We may suppose that the two functions fi are equal on Qm.

Let x ∈ Rm. There exists k ∈ Zm such that x − 2πk ∈ Qm. We have then
f1(x) = f1(x− 2πk) = f2(x− 2πk) = f2(x).

The proposition is finally proved. □

We analyze now the case of continuous functions. We have precisely to study what
is happening on the border.
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Lemma 3.2. Let k and l be two different elements of Zm and let p ∈ (Qm + 2πk) ∩
(Qm + 2πl). Then,

p ∈ ∂(Qm + 2πk) ∩ ∂(Qm + 2πl) = (∂Qm + 2πk) ∩ (∂Qm + 2πl).

Proof. There exist ξ, ζ ∈ Qm such that p = ξ + 2πk = ζ + 2πl. Since k ̸= l, there
exists j such that ξj ̸= ζj. Besides, as ξi + 2πki = ζi + 2πli and |ξi − ζi| ≤ 2π, we have
|ki − li| ≤ 1.

First case. ki = li. Then, ξi = ζi.
Second case. ki = li ± 1. Then, ξi = ζi ± 2π, that is, since ξ, ζ ∈ Qm, one of the

two is equal to −π and the other one is equal to π.
Therefore, we have shown that i ∈ {1, . . . ,m}, ξi = ζi or ξi, ζi ∈ {−π;π} and there

exists j such that ξj ≠ ζj. Finally, p ∈ (∂Qm + 2πk) ∩ (∂Qm + 2πl) and the lemma is
proven. □

Proposition 3.3. Let f ∈ C0(Qm,E). The following statements are equivalent.
1. There exists a unique f̃ ∈ C0(Tm,E) such that f̃|Qm = f .
2. f satisfies (CF).

Proof. The implication [1. implies 2.] is obvious.
We have to show the implication [2. implies 1.].
Existence. For x ∈ Qm+2πk, we set fk(x) = f(x−2πk). When (Qm+2πk)∩(Qm+

2πl) ̸= ∅, with k ̸= l, we have (Qm + 2πk) ∩ (Qm + 2πl) = (∂Qm + 2πk) ∩ (∂Qm + 2πl)
in virtue of the lemma.

Hence, thanks to (CF), we have fk(x) = fl(x). Let us introduce Ak := Qm + 2πk.
The family (Ak)k forms a recovery of Rm such that if Ak ∩Al ≠ ∅, fk(x) = fl(x). We
can define the function f̃ as f̃(x) = fk(x) if x ∈ Ak. Since each fk is continuous and
as the recovery (Ak)k is closed and locally finite, we know that f̃ is continuous (cf.
[13, p. 20]). Its periodicity is obvious. Therefore, the existence is shown.

Uniqueness. Two solutions take the same values on Qm, and so that, they are
equal on Rm, by periodicity. □

Proposition 3.4. For all function f ∈ Ck
c (Qm,E), there exists a unique f̃ ∈

Ck(Tm,E) such that f̃|Qm = f .

Proof. Uniqueness is acquired by Proposition 3.3. Moreover, Proposition 3.3 gives
us, for all j ≤ k, a unique f̃j ∈ C0

(
Tm,Lj

sym ((Rm)j;E)
)

such that f̃j |Qm
= f (j). Let

f̃ = f̃0. We aim to prove that this function belongs to Ck(Tm,E).
Let x ∈ Rm and l ∈ Zm such that x ∈ Qm + 2πl. We can distinguish two cases.
First case. x ∈ Int (Qm + 2πl). In this case, near to x, f̃ = f ◦ τ−2πl is of class Ck

as composition of a map from Ck and an application from C∞.
Second case. x ∈ ∂ (Qm + 2πl). Let Λ := {λ ∈ Zm : x ∈ ∂Qm + 2πλ}. Λ is a non

empty finite set and since λ ∈ Λ, we have supp
(
f̃|Qm+2πλ

)
= supp(f) + 2πλ and since
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x ̸∈ supp
(
f̃|Qm+2πλ

)
, we can consider

r := min
λ∈Λ

d(x; supp(f) + 2πλ),

which is a strictly positive real and obtain then that B(x; r), f̃ = 0. Therefore, it
belongs to Ck at the neighborhood of x.

This completes the proof. □

3.3. Some other properties of the spaces of functions defined on the torus.

Proposition 3.5. Each function of C0(Tm,E) is uniformly continuous on Rm.

Proof. Let r be a fixed positive real. The set K := {x ∈ Rm : d(x,Qm) ≤ r} is
compact, so that due to Lemma of Heine: for all ε > 0, there exists δ > 0 such that
for all x, z ∈ K, if |x− z| ≤ δ, then |f(x) − f(z)|E ≤ ε.

We fix an arbitrary ε > 0 and a δ given by the previous inequality. We put
δ′ := min{r; δ}. Let x, z be such that |x − z| ≤ δ′. There exists k ∈ Zm such that
x− 2πk ∈ Qm and so z − 2πk ∈ K.

So, we have: |f(x) − f(z)|E = |f(x− 2πk) − f(z − 2πk)|E ≤ ε, which is exactly the
uniform continuity. □

We shall prove now some density theorems. For this aim, we introduce the convo-
lution product.

Proposition 3.6. Let j ∈ N ∪ {+∞}, u ∈ Cj
c (Tm,A) and v ∈ Lα(Tm,B) with

α ∈ [1,+∞]. So, u ∗ v ∈ Cj(Tm,C).

Proof. Since v ∈ Lα(Tm,B), we get v ∈ L1
loc(Rm,B) and the convolution product u∗v

is given by:
u ∗ v(z) =

∫
Rm

u(x) ⋄ v(z − x)dx.

Moreover, it is well defined on Rm and u ∗ v ∈ Cj(Rm,C).
Let us verify that 2πZm ⊂ Per(u ∗ v), which will complete the demonstration.
Let p ∈ 2πZm. p is a period of v, and

u ∗ v(z + p) =
∫
Rm

u(x)v(z + p− x)dx =
∫
Rm

u(x)v(z − x)dx = u ∗ v(z).

This is what had to be demonstrated. □

Proposition 3.7. Let j ∈ N ∪ {+∞}. Cj(Tm,E) and Cj
c (Tm,E) are dense in

L2(Tm,E).

Proof. It suffices to prove this result on Cj
c (Tm,E).

Indeed, we recall that C∞
c (Int(Qm),E) is dense in L2(Qm,E) (the proof in Brezis’s

book [3, p. 71] can be adapted to Banach spaces). Fixing u ∈ L2(Tm,E), we denote
by u its restriction to Qm. Hence, for a given ε > 0, there exists w ∈ C∞

c (Int(Qm),E)
such that ∫

Qm
|w(x) − u(x)|2Edx ≤ ε2.
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Moreover, using Proposition 3.4, we can extend in a unique way w to an element
z ∈ C∞

c (Tm,E). We get∫
Tm

|z(x) − u(x)|2Edx =
∫

Qm
|w(x) − u(x)|2Edx ≤ ε2,

which completes the proof of our proposition. □

Lemma 3.3. Let f ∈ L1(Tm,E) and β ∈ Rm. So, we have∫
Qm

f(x+ β)dx =
∫

Qm
f(x)dx.

Proof. We will prove the result by induction on m.
For m = 1, we have successively∫ π

−π
f(t+ β)dt =

∫ β+π

β−π
f =

∫ −π

β−π
f +

∫ π

−π
f +

∫ π+β

π
f

= −
∫ β−π

−π
f +

∫ π

−π
f +

∫ β−π

−π
f(t+ 2π)dt =

∫ π

−π
f.

This is the desired result.
Now, suppose the result is true for 1 and m− 1. We have∫

Qm
f(x+ β)dx =

∫ π

−π

[∫
[−π,π]m−1

f(x1 + β1, x−1 + β−1)dx−1

]
dx1.

From the result at rank m− 1, the right side is∫ π

−π

[∫
[−π,π]m−1

f(x1 + β1, x−1)dx−1

]
dx1.

Due to Fubini’s theorem then from the result to row 1, this integral is equal to∫
Qm f(x)dx, which means that the proposition is proven. □

Proposition 3.8. Let consider u ∈ L2(Tm,E). The function from Rm into L2(Tm,E)
defined by β 7→ τβu is uniformly continuous.

Proof. Let us fix an ε > 0, and a function v ∈ C0
c (Tm,E) such that ∥u− v∥ ≤ ε/3.

Since v is uniformly continuous on Rm, β 7→ τβ is uniformly continuous from Rm

into C0(Tm,E). Hence, we can find η > 0 such that if γ and β are in Rm such that
|γ − β| ≤ η, then

sup
x∈Rm

|v(x+ γ) − v(x+ β)|E ≤ ε

3(2π)m
.

Let choose γ and β. We then get
∥u(· + β) − u(· + γ)∥ ≤∥u(· + β) − v(· + β)∥ + ∥v(· + β) − v(· + γ)∥

+ ∥v(· + γ) − u(· + γ)∥
≤2∥u− v∥ + ∥v(· + β) − v(· + γ)∥,

using Lemma 3.3. This last term being less than ε, the proof is achieved. □
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4. Construction of Sobolev-type Spaces

We aim to present the construction of Sobolev type spaces adapted to our problems.
We will start by introducing a notion of weak derivative of Percival for the elements
of L2(Tm,E) as infinite generator of a (semi-)group of contractions. The domain of
this unbounded operator is the Sobolev type space that we build. We shall explain
the relation between distributions on the torus and 2π-periodic distributions in each
variable, and we shall show that the different ways of introducing the weak derivative
of Percival coincide.

4.1. Construction and first properties of the space H1
ω(Tm,E). Due to Propo-

sition 3.1, for each u ∈ L2(Tm,E) and all β ∈ Rm, we have τβu ∈ L2(Tm,E).
Thus, we can define, for all t ∈ R+, T (t) from L2(Tm,E) into L2(Tm,E) by setting

T (t)u := τtωu, for all t ∈ R+, for all u ∈ L2(Tm,RN).
It can be easily verified that T (t) is a linear isometry of L2(Tm,E).
Proposition 4.1. The following statements hold.

(1) For all s, t ∈ R+, T (s+ t) = T (t) ◦ T (s).
(2) T (0) = id.
(3) For all u ∈ L2(Tm,E), [t 7→ T (t)u] ∈ C0(R+, L2(Tm,E)).

Proof. (1) We have for all s, t ≥ 0,
T (t+ s)u = τ(s+t)ωu = u(· + (s+ t)ω) = τsωu(· + tω) = T (s)[T (t)u]

=[T (s) ◦ T (t)](u).
(2) is obvious.
(3) [t 7→ tω] is continuous, which implies that this assertion is a consequence of

Proposition 3.8. □

Hence, following [7, p. 614], the family (T (t))t∈R+ is a strongly continuous semi-
group of L(L2(Tm,E);L2(Tm,E)).

We denote by ∇ω the infinitesimal generator of this semi-group, and by H1
ω(Tm,E)

its domain. So, we have

H1
ω(Tm,E) :=

{
u ∈ L2(Tm,E) : lim

t→0+

T (t)u− u

t
exists in L2(Tm,E)

}
and for u ∈ H1

ω(Tm,E), this limit is denoted by ∇ωu.
We obtain from the theory of strongly continuous semi-groups, cf. [7].

Proposition 4.2. The following assertions are true.
1. H1

ω(Tm,E) is a linear subspace of L2(Tm,E) and ∇ω is a linear operator from
H1

ω(Tm,E) into L2(Tm,E).
2. If u ∈ H1

ω(Tm,E) and if t ∈ R+, then τtωu ∈ H1
ω(Tm,E) and

d

dt
(τtωu) = ∇ω(τtωu) = τtω(∇ωu).
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3. If u ∈ H1
ω(Tm,E) and if 0 ≤ s < t < +∞, then

τtωu− τsωu =
∫ t

s
τrω(∇ωu)dr.

4. If t ∈ R+ and if g ∈ L1(R,R) is continuous in t, then

lim
h→0

1
h

∫ t+h

t
g(s)τsωuds = g(t)τtωu.

5. H1
ω(Tm,E) is dense in L2(Tm,E) and ∇ω is of closed graph in L2(Tm,E) ×

L2(Tm,E).

Remark 4.1. The integrals considered in the previous proposition are integrals of
continuous functions with values in the Banach space L2(Tm,E).

The space H1
ω(Tm,E) is endowed with the norm

∥u∥H1
ω(Tm,E) =

√
∥u∥2 + ∥∇ωu∥2,

which we denote also by ∥u∥1,ω if there is no ambiguity on E.
If in addition E = H is a Hilbert space, the space H1

ω(Tm,H) is equipped with the
following bi-linear form

⟨u; v⟩H1
ω(Tm,H) := ⟨u; v⟩ + ⟨∇ωu; ∇ωv⟩.

Again, if there is no ambiguity on H, we shall denote ⟨u; v⟩1,ω instead of ⟨u; v⟩H1
ω(Tm,H).

Proposition 4.3. Equipped with the bi-linear form ⟨·, ·⟩1,ω, H1
ω(Tm,H) is a Hilbert

space.

Proof. We have only to prove the completeness of this space. Now, if (un)n is a Cauchy
sequence in H1

ω(Tm,H), each of the sequences (un)n and (∇ωun)n is also of Cauchy
in the complete space L2(Tm,H), hence, they converge. We denote by u and v their
respective limits. Since ∇ω is of closed graph, we deduce that v = ∇ωu, and then the
sequence (un)n converges in H1

ω(Tm,H). □

We now verify that we correctly recover the usual notion for regular functions.

Proposition 4.4. If u ∈ C1(Tm,E), then u ∈ H1
ω(Tm,E), and ∇ωu(x) = u′(x) · ω

for Lebesgue-almost all x.

Proof. Since u′ is continuous on Tm, it is uniformly continuous, and so if we give
and ε > 0, there exists η > 0 such that: for all ξ, ζ ∈ Rm, if |ξ − ζ| ≤ η, we have
|u′(ζ) − u′(ξ)|E ≤ ε

|ω| .

Let us fix a such η, x ∈ Rm and let t ∈ (0, η/|ω|). By the mean inequality applied
to the function y 7→ u(y) − u′(x) · y between x and x+ tω, we get

|u(x+ tω) − u(x) − u′(x) · (tω)|E ≤ ε

|ω|
t|ω|.
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We divide by t, and we integrate the square of the inequality on Qm. It comes, for all
t ∈ (0, η/|ω|) ∥∥∥∥τtωu− u

t
− u′(·) · ω

∥∥∥∥ ≤ ε(2π)m/2,

which completes the proof of our proposition. □

4.2. Convolution and density theorems. We call a regularizing sequence a se-
quence (ρj)j≥0 of functions of C∞

c (Rm,R) verifying
1. for all x ∈ Rm, for all j ∈ N, ρj(x) ≥ 0;
2. for all j ∈ N,

∫
Rm ρj = 1;

3. for all j ∈ N, supp(ρj) ⊂ Int(Qm) and limj→+∞ diam[supp(ρj)] = 0.

Proposition 4.5. Let u ∈ H1
ω(Tm,E) and ρ ∈ C1

c (Rm,K) such that supp(ρ) ⊂
Int(Qm). We have (dωρ) ∗ u = ρ ∗ (∇ωu).

Proof. First step. Let t > 0. We firstly remark that∫
Rm

ρ(x)
[
τtωu− u

t

]
(z − x)dx =

∫
Rm

u(z − x)
[
τtωρ− ρ

t

]
(x)dx.

Second step. Let us prove that, as t tends to 0,
∫
Rmρ(x)

[
τtωu−u

t

]
(z − x)dx tends

to ρ ∗ (∇ωu)(z). Indeed, since
∫
Rm ρ = 1, the difference between this integral and

ρ ∗ (∇ωu)(z) is equal to∫
Rm

ρ(x)
[
τtωu− u

t
− ∇ωu

]
(z − x)dx =

∫
Qm

ρ(x)
[
τtωu− u

t
− ∇ωu

]
(z − x)dx,

which is dominated by (if we denote by I =
[∫

Qm ρ2
]1/2

)

I

[∫
Qm

∣∣∣∣τtωu− u

t
− ∇ωu

∣∣∣∣2
E

(z − x)dx
]1/2

≤ I
∥∥∥∥τtωu− u

t
− ∇ωu

∥∥∥∥
and this last term tends to 0 as t tends to 0.

Third step. We aim to prove that, if t tends to 0,
∫
Rm u(z − x)[ τtωρ−ρ

t
](x)dx tends

to (dωρ) ∗ u. Since supp(ρ) ⊂ IntQm, there exists a real r > 0 such that if t ≤ r, then
supp(τtωρ) ⊂ IntQm.

Since supp(ρ′) is compact, ρ′ is uniformly continuous so by using the mean inequality,
for all ε > 0, there exists t′ < r such that if t ∈ (0; t′), we have∣∣∣∣τtωρ− ρ

t
(x) − dωρ(x)

∣∣∣∣ ≤ ε|ω|.

We integrate Rm this inequality multiplied before by u(z−x), and we get, taking into
account supp

[
τtωρ−ρ

t

]
⊂ Qm∣∣∣∣∫

Rm

(
τtωρ− ρ

t
(x) − dωρ(x)

)
u(z − x)dx

∣∣∣∣
E

≤
∫

Qm
ε|ω| · |u(z − x)|E.

Hence, the result of this step is valid.
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Fourth step. Conclusion, we take the limit in the inequality of the first step to
end the proof. □

Proposition 4.6. Let (ρj)j regularizing sequence and u ∈ L2(Tm,E). Then,

lim
j→+∞

∥ρj ∗ u− u∥ = 0.

Proof. Since ρj is positive and with support contained in Qm, we have for all z ∈ Rm

|ρj ∗ u(z)|E ≤
∫

Qm
ρj(x)|u(z − x)|Edx ≤

√∫
Qm

ρj(x)|u(z − x)|2Edx,

where the last inequality is obtained using the inequality of Cauchy-Schwarz. Hence,
increasing to the square, integrating over Tm then using Fubini’s theorem, we get

∥ρj ∗ u− u∥2 ≤
∫

Qm
ρj(x)

(∫
Tm

|u(z − x)|2Edz
)
dx.

But, due to Lemma 3.3, the inside integral is equal to ∥u∥2, and so that we get

∥ρj ∗ u− u∥2 ≤ ∥u∥2.

As C0
c (IntQm,E) is dense in L2(Qm,E), we know that C0

c (Tm,E) is dense in L2(Tm,E)
and so that for a given ε > 0, there is φ ∈ C0

c (Tm,E) such that ∥u − φ∥ < ε. Also,
we have ∥ρj ∗ u− ρj ∗ φ∥ ≤ ε. We deduce then

∥ρj ∗ u− u∥ ≤ 2ε+ ∥ρj ∗ φ− φ∥.

It remains to show that ∥ρj ∗ φ− φ∥ ≤ ε for j large enough. The uniform continuity
of φ allows us to find an η > 0 such that if |ξ − ζ| ≤ η, then |φ(ξ) − φ(ζ)|E ≤ ε. Let
j be large enough in order to get z ∈ supp(ρj) implies |z| ≤ η. Consider then an
arbitrary z ∈ Rm. So, from

ρj ∗ φ(z) − φ(z) =
∫
Rm

ρj(x) (φ(z − x) − φ(z)) dx,

as the integral only relates to supp(ρj), we deduce

|ρj ∗ φ(z) − φ(z)|E ≤ ε
∫

supp(ρj)
ρj(x)dx ≤ ε.

For j large enough, we obtain finally ∥ρj ∗ u− u∥ ≤ 3ε, which achieves the proof. □

Proposition 4.7. Let u ∈ L2(Tm,E) and ρ ∈ C1
c (Rm,K). Then

dω(ρ ∗ u) = (dωρ) ∗ u.

Proof. Thanks to (cf. [17, p. 122]), we know that
∂

∂xi

(ρ ∗ u) =
(
∂

∂xi

ρ

)
∗ u.

We multiply by ωi and add up over i to get the result. □
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Proposition 4.8. C1(Tm,E) is dense in H1
ω(Tm,E).

More precisely, if u ∈ H1
ω(Tm,E), then the sequence (ρj ∗u)j tends to u in H1

ω(Tm,E)
for every regularizing sequence (ρj)j.

Proof. By Proposition 3.6, we have ρj ∗ u ∈ C1(Tm,E) and ρj ∗ (∇ωu) ∈ C1(Tm,E).
Now, by Proposition 4.6, we have

lim
j→+∞

∥ρj ∗ u− u∥ = 0 and lim
j→+∞

∥ρj ∗ (∇ωu) − (∇ωu)∥ = 0.

But, due to Propositions 4.5 and 4.7, we get ρj ∗ (∇ωu) = ∇ω(ρj ∗ u) and finally
limj→+∞ ∥ρj ∗ u− u∥1,ω = 0. □

Proposition 4.9. The following assertions are true.
1. For all f ∈ C1(Tm,E),

∫
Tm ∂ωf(x)dx = 0.

2. For all u ∈ H1
ω(Tm,E),

∫
Tm ∇ωu(x)dx = 0.

Proof. 1. By periodicity, we have for all i∫
Tm

∂f

∂xi

(x)dx = 0,

from which we deduce the assertion 1. by linearity.
2. By density, we can find, for all ε > 0, a function f ∈ C1(Tm,E) such that

∥f − u∥1,ω < ε.
Therefore, ∥dωf − ∇ωu∥ < ε, and so that ∥dωf − ∇ωu∥L1(Tm,E) < ε(2π)m. Hence,

using 1, it can be seen that |
∫
Tm ∇ωu(x)dx|E < ε(2π)m. □

Proposition 4.10. Let φ ∈ C1(Tm,A) and u ∈ H1
ω(Tm,B). Then, φ ·u ∈ H1

ω(Tm,C)
and we have ∇ω(φ ⋄ u) = (dωφ) ⋄ u+ φ ⋄ (∇ωu).

Proof. First case. (A,B) = (E′,E) (or (E,E′) which can be treated in the same
manner).

First step in this first case. We show that

lim
t→0

∥∥∥∥τtωφ− φ

t
·E′×E τtωu− (dωφ) ·E′×E u

∥∥∥∥ = 0.

Let us fix an ε > 0. Thanks to the uniform continuity φ′, there exists t0 > 0 such
that if |t| < t0, for all x ∈ Rm and for all ξ ∈ [x, x+ tω], |φ′(ξ) − φ′(x)|E′ ≤ ε|ω|−1.

Besides, using the mean inequality, we have∣∣∣∣∣φ(x+ tω) − φ(x)
t

·E′×E u(x+ tω) − (dωφ(x)) ·E′×E u(x+ tω)
∣∣∣∣∣

≤ sup
ξ∈[x;x+tω]

|φ′(ξ) − φ′(x)|E′|ω||u(x+ tω)|E.

Therefore, if |t| < t0, this term is less than ε|u(x + tω)|E. Taking the square and
integrating, due to Lemma 3.3, we deduce∥∥∥∥[τtωφ− φ

t
− dωφ

]
·E′×E τtωu

∥∥∥∥ ≤ ε∥u∥.
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Thus, we have shown that

(4.1) lim
t→0

∥∥∥∥[τtωφ− φ

t
− dωφ

]
·E′×E τtωu

∥∥∥∥ = 0.

Moreover, we have
∥(dωφ) ·E′×E (τtωu− u)∥2 ≤ (2π)m∥dωφ∥2

∞∥τtωu− u∥2,

and by Proposition 3.8, this term tends to 0 as t → 0.
Due to this result, we deduce that∥∥∥∥τtωφ− φ

t
·E′×E τtωu− (dωφ) ·E′×E u

∥∥∥∥
≤
∥∥∥∥[τtωφ− φ

t
− dωφ

]
·E′×E τtωu

∥∥∥∥+ ∥(dωφ) ·E′×E (τtωu− u)∥.

The inequality (4.1) allows to deduce the result.
Second step of first case. We prove that

lim
t→0

∥∥∥∥φ ·E′×E
τtωu− u

t
− φ ·E′×E ∇ωu

∥∥∥∥ = 0.

In fact, the term considered is less than

(2π)m/2∥φ∥∞

∥∥∥∥τtωu− u

t
− ∇ωu

∥∥∥∥ ,
which tends to 0 as t → 0.

Conclusion. We get
τtω(φ ·E′×E u) − φ ·E′×E u

t
− (dωφ) ·E′×E u− φ ·E′×E (∇ωu)

=
[
τtωφ− φ

t
·E′×E τtωu− (dωφ) ·E′×E u

]
+
[
φ ·E′×E

τtωu− u

t
− φ ·E′×E ∇ωu

]
,

and so that it results from the two first steps that the right hand side member tends
to 0 when t tends to 0, and the assertion 1. is consequently proven.

Second case. (A,B) = (K,E) (or (E,K) which is the same).
Let e ∈ E′ and φe(x) := φ(x)e. Then, φe ∈ H1

ω(Tm,E′) and by assertion 1, we
obtain

∇ω[(φe) ·E′×E u] = dω(φe) ·E′×E u+ (φe) ·E′×E (∇ωu).
But, since e is constant, we have ∇ω[(φe)·E′×Eu] = (∇ωφ)e·E′×Eu and dω(φe) = (dωφ)e.
Therefore, we obtain e ·E′×E [∇ω(φ · u)] = e ·E′×E [(dωφ)u] + e ·E′×E [φ · (∇ωu)] . Since
the relation is true for all e ∈ E′, we conclude that

∇ω(φ · u) = (dωφ)u+ φ · (∇ωu). □

Proposition 4.11. We have the following integration formula by parts. For all
φ ∈ C1(Tm,A) and u ∈ H1

ω(Tm,B), we have∫
Tm
φ ⋄ (∇ωu) = −

∫
Tm

(dωφ) ⋄ u.
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Proof. Using the previous proposition, we know that φ ⋄ u ∈ H1
ω(Tm,C) and that we

have
∇ω(φ ⋄ u) = (dωφ) ⋄ u+ φ ⋄ (∇ωu).

Integrating this equality, as in Proposition 4.9, the integral of the left hand side is
zero, we have ∫

Tm
φ ⋄ (∇ωu) +

∫
Tm

(dωφ) ⋄ u = 0,
and so that the proof is completed. □

4.3. The space H1
ω,0(Tm,E).

Definition 4.1. We define the space H1
ω,0(Tm,E) as the closure of C1

c (Tm,E) in
H1

ω(Tm,E).
Proposition 4.12. Endowed with the norm of H1

ω(Tm,E), H1
ω,0(Tm,E) is complete.

If in addition the space E = H is a Hilbert space, H1
ω,0(Tm,E) is a Hilbert space.

Proof. H1
ω,0(Tm,E) is a closed linear subspace of the complete space H1

ω(Tm,E). There-
fore, it is a complete space. □

Proposition 4.13. H1
ω,0(Tm,E) is also the closure of C1

c,ω(Tm,E) in H1
ω(Tm,E).

Proof. Let H̃ be the closure of C1
c,ω(Tm,E) in H1

ω(Tm,E).
The inclusion H̃ ⊂ H1

ω,0(Tm,E) is a consequence of C1
c (Tm,E) ⊂ C1

c,ω(Tm,E).
For the converse sens, we shall prove that the injection of C1

c (Tm,E) in C1
c,ω(Tm,E)

is dense for the norm of H1
ω(Tm,E). Let take φ ∈ C1

c,ω(Tm,E) and (ρn)n a regularizing
sequence. Since φ ∈ H1

ω(Tm,E), from the Proposition 3.7 applied on φ and ρn, we
get if ψn := ρn ∗ φ, we have ψn ∈ C1(Tm,E) and

lim
n→+∞

∥ψn − φ∥1,ω = 0.

Besides, we have
supp(ψn) ⊂ supp(φ) + supp(ρn),

and as limn→+∞ diam(supp(ρn)) = 0, for n large enough, we have supp(ψn) ⊂ IntQm.
We deduce that ψn ∈ C1

c (Tm,E) for n large enough, which ends the proof. □

Proposition 4.14. For all u ∈ H1
ω,0(Tm,H), we have the inequality of Poincaré-

Wirtinger
∥∇ωu∥ ≥ |ω|

π
√
m

∥u∥.

Moreover, the map u 7→ ∥∇ωu∥ is a norm H1
ω,0(Tm,H) equivalent to H1

ω(Tm,H).

We denote ∥ · ∥1,ω,0 the norm given in proposition, which means that for all u ∈
H1

ω,0(Tm,H),
∥u∥1,ω,0 = ∥∇ωu∥.

The proof of this proposition is based essentially on the verification of the inequality
indicated for the regular functions, which is the main purpose of the following lemma.
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Lemma 4.1. We denote α = |ω|
π

√
m

. Then, for all u ∈ C1
c (Tm,H), we have

∥dωu∥ ≥ α∥u∥.

Proof of the Proposition 4.14. Assume for the moment that Lemma 4.1 holds. Let
u ∈ H1

ω,0(Tm,H). Consider a sequence (un)n with values in C1
c (Tm,H) tending to u

and for which we apply the lemma. Hence, for all n, we have
∥∇ωun∥ ≥ α∥un∥.

But, since
lim

n→+∞
∥u− un∥ = 0 and lim

n→+∞
∥∇ωu− ∇ωun∥ = 0,

we can take the limit to obtain
∥∇ωu∥ ≥ α∥u∥.

From this inequality, we get for all u ∈ H1
ω,0(Tm,H)

∥u∥1,ω,0 ≤ ∥u∥1,ω ≤
√

1 + α2

α
∥u∥1,ω,0

which means the equivalence of the norms. This completes the proof of proposition.
□

Now, let us prove the lemma.

Proof of Lemma 4.1. We use the results and notations of Section 2.1. Let u ∈
C1

c (Tm,H) be a fixed function and v = u ◦ χ ◦ χ−1
1 . So, we have

∥∇ωu∥ = |ω|2
∫

Km

∣∣∣∣∣ ∂v∂y1
(y)
∣∣∣∣∣
2

H
dy = |ω|2

∫
D

∫
K(y−1)

∣∣∣∣∣ ∂v∂y1
(y)
∣∣∣∣∣
2

H
dy1

 dy−1.

Take y−1 ∈ D. We set [a, b] := K(y−1) (we remind that K(y−1) is a closed interval,
cf. Lemma 2.1). We put also φ(y1) = v(y1, . . . , ym). We notice that φ ∈ C1

c ([a, b],H)
and that

φ′(y1) = ∂v

∂y1
(y1, . . . , ym).

It comes then ∫
K(y−1)

∣∣∣∣∣ ∂v∂y1
(y)
∣∣∣∣∣
2

H
dy1 =

∫ b

a
|φ′(t)|2H dt.

But, since φ(a) = 0, we have

|φ(t)|2H =
∫ t

a

φ(s) ·H φ′(s)
2 ds ≤

∥φ∥L2([a,b],H).∥φ′∥L2([a,b],H)

2 ,

where we have used the inequality of Cauchy-Schwarz and dominated each integral
(of positive functions) by the integral on the integer segment. By integration on [a, b],
we deduce that

∥φ∥L2([a,b],H) ≤ b− a

2 ∥φ′∥L2([a,b],H),
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and since b− a = diamK(y−1) ≤ 2π
√
m, we get

∥φ∥L2([a,b],H) ≤ π
√
m∥φ′∥L2([a,b],H).

Going back to v, we obtain∫
K(y−1)

∣∣∣∣∣ ∂v∂y1
(y)
∣∣∣∣∣
2

H
dy ≥ 1

mπ2

∫
K(y−1)

|v(y)|2H dy,

or, taking into account u

∥dωu∥ ≥ |ω|
π

√
m

∥u∥.

This ends the proof of the lemma. □

Remark 4.2. The fact that a constant non zero function does not verify the relation
of Poincaré-Wirtinger shows that H1

ω,0(Tm,H) is different of H1
ω(Tm,H).

Notation 4.1. We denote by αP W (m) (or αP W if there is no ambiguity on m), the best
Poincaré-Wirtinger constant, that is to say

αP W (m) := inf
u∈H1

ω,0(Tm,H)\{0}

∥∇ωu∥
∥u∥

= sup
{
α > 0 : for all u ∈ H1

ω,0(Tm,H), ∥∇ωu∥ ≥ α∥u∥
}
.

We have then, for all m,

αP W (m) ≥ |ω|
π

√
m
.

Proposition 4.15. The canonical injection of H1
ω,0(Tm,H) in L2(Tm,H) is not com-

pact.

Remark 4.3. In other words, the space H1
ω,0(Tm,H) does not verify a result of the

type Rellich-Kondrachov. This lack of compactness makes it more difficult to obtain
existence theorems in this space or in usual Sobolev’s space H1

0 (Ω).

Proof. Given the characterization of strong compacts, i.e., for the topology of the
norm of L2(IntQm) (cf. [3, p. 74]), to deny Rellich-Kondrachov, it suffices to remark
that: there exists ε > 0, there exists Ω ⊂⊂ IntQm, there exists δ0 > 0, such that
for all δ ∈ (0; δ0), we can find h ∈ Rm, and u ∈ ABH1

ω,0(Tm,H), such that |h| ≤ δ and
∥τhu− u∥ ≥ ε.

Before moving forward with the proof, let us make three remarks.
• It suffices to construct a counterexample with H = R.
• Of course, this does not contradict the continuity of translations in L2 because
u depends on δ.

• The fundamental idea to remember is that the absence of compactness is due
to the absence of control of the derivatives which are not in the direction of ω.



318 D. LASSOUED

We therefore take the case of H = R. Let (bj) be an orthonormal basis such that
b1 = ω

|ω| . We put A ⊂ IntQm, Lj, j = 1, . . . ,m, m strictly positive reals such that if

K :=
{
A+

m∑
i=1

λiLibi : λ = (λ1, . . . , λm) ∈ [0, 1]m
}

and
TK :=

⋃
α∈[0, 2

3 L1]

ταK,

we have TK ⊂ IntQm. We can then find an open set Ω containing TK and so that
the closure is contained in IntQm (which means Ω ⊂⊂ IntQm). We set δ0 := 2

3L1
and l = 1

3L1.
First step. In this step (which we only do if m ≥ 3), we just have to treat the

case where m = 2.
Let ϕ ∈ C0(Rm−2,R+) be not identically zero, such that supp(ϕ) ⊂ ∏m

j=3[0, Lj]. We
denote

I :=
∫
Rm−2

ϕ2,

which is a strictly positive real.
We shall look for v = u ◦ χ ◦ χ−1

1 having the form

v(y1, . . . , ym) = v2(y1, y2)ϕ(y3, . . . , ym).

If supp(v) ⊂ K and if h = δb2 with δ ∈ (0, δ0), we have ∥(τhv − v)χΩ∥ = ∥τhv − v∥,
and using Fubini’s theorem we obtain the following identities

∥τhu− u∥2 = ∥τhv2 − v2∥2
L2(T2)I

and
∥∇ωu∥2 = |ω|2∥∂1v2∥2

L2(T2)I,

and finally,
∥τhu− u∥2

∥∇ωu∥2 = |ω|2
∥τhv2 − v2∥2

L2(T2)

∥∂1v2∥2
L2(T2)

.

We see from the previous equality that it is enough to build v2, which amounts to
doing the proof in the case m = 2.

Second step. We shall now construct v2.
Let us fix δ ∈ (0, δ0). For i, j ∈ {0, 1, 2}, we denote

Ai,j = A+ i
L1

3 b1 + j
L2

3 · δ
δ0
b2.

For all λ ∈ R+, we define the function Pλ on [0, l] by

Pλ(x) = 2λ
l2
x2χ[0,l/2](x) + λ

(
1 − 2

(
1 − x

l

)2
)
χ[l/2,l](x).
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So, we introduce fλ as fλ(x) = Pλ(x)χ[0,l](x) + λχ[l,2l](x) + Pλ(3l − x)χ[0,l](x). The
function fλ is continuous and it is C1 piecewise. We calculate

∥f ′
λ∥∞ = 2λ

l
.

We set finally, v2(y1, y2) = fy2/δ(y1)χ[0,δ](y2) + f1(y1)χ[δ,2δ](y2) + f3−y2/δ(y1)χ[2δ,3δ](y2).
So, we have

∥τδb2v2 − v2∥2
L2(T2) ≥

∫
co(A1,1;A1,2;A2,1;A2,2)

(1 − 0)2dy = lδ

2
and

∥∂1v2∥2
L2(T2) ≤ 2

[
2
∫

co(A0,0;A1,0;A0,1;A1,1)

4.y2
2

l2δ2 dy +
∫

co(A0,1;A1,1;A0,2;A2,2)

4
l2
dy

]
= 17δ

4l .

Finally, we have
∥τδb2v2 − v2∥2

L2(T2)

∥∂1v2∥2
L2(T2)

≥ 2l2
17 ,

hence we can take in the case arbitrary m

ε = l

|ω|

√
2
17 .

This achieves the proof. □

5. Fourier Analysis and Comparison of the Different Notions of
Derivation

Remark 5.1. For convenience, we assume that K = C. In the real case, this consists
in working in the complexification of E, then in obtaining the Fourier coefficients of
opposite indices.

We denote, for u ∈ L2(Tm,E) and ν ∈ Zm, a(u; ν) the element of E

a(u; ν) := 1
(2π)m

∫
Qm

e−ν(x)u(x)dx.

We also denote
u ∼

∑
ν∈Zm

a(u; ν)eν .

We recall the following.

Remind 5.1. The map u 7→ (a(u; ν))ν∈Zm is an isometric isomorphism from L2(Tm,H)
into ℓ2(Zm;H).

Remark 5.2. The function eν is of class C1(Tm,E) and
dωeν = i(ν · ω)eν .

Proposition 5.1. Let u ∈ H1
ω(Tm,E) and ν ∈ Zm. We have
a(∇ωu; ν) = i(ν · ω)a(u; ν).
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Proof. Fix ν ∈ Zm. The application a(·; ν) is linear continuous from L2(Tm,E) into
E, hence

a(∇ωu; ν) = lim
t→0

a(τtωu; ν) − a(u; ν)
t

.

By Lemma 3.3, we have a(τtωu; ν) = eν(tω)a(u; ν). □

Proposition 5.2. Let u ∈ L2(Tm,H) such that∑
ν∈Zm

(ν · ω)2|a(u; ν)|2H < +∞.

Then, u ∈ H1
ω(Tm,H) and ∇ωu ∼ ∑

ν i(ν · ω)a(u; ν)eν.

Proof. We know (cf. (5.1)) that there exists v ∈ L2(Tm,H) such that v ∼ ∑
ν i(ν ·

ω)a(u; ν)eν . For k ∈ N∗, then form the trigonometric polynomial Pk(x) =∑
|ν|≤k a(u; ν)eν(x). Thus, limk→+∞ ∥u− Pk∥ = 0 and limk→+∞ ∥v − ∇ωPk∥ = 0.
Since (Pk; ∇ωPk) is in the graph ∇ω which is closed, so that we deduce that v = ∇ωu

and then u ∈ H1
ω(Tm,H). □

Proposition 5.3. Let u and v be two elements of L2(Tm,H) such that: for all
φ ∈ C1(Tm,C), ∫

Tm
(dωφ) ·H u = −

∫
Tm
φ ·H v,

or equivalently, for all φ ∈ C1(Tm,H),∫
Tm
u ·H dωφ = −

∫
Tm
v ·H φ,

then u ∈ H1
ω(Tm,H) and ∇ωu = v.

Likewise, let u and v be two elements of L2(Tm,C) such that: for all φ ∈ C1(Tm,C),∫
Tm

(dωφ)u = −
∫
Tm
φv,

or for all φ ∈ C1(Tm,H), ∫
Tm
u(dωφ) = −

∫
Tm
vφ,

then u ∈ H1
ω(Tm,C) and ∇ωu = v.

Remark 5.3. This way of defining the derivative of an element of L2(Tm,H) is analogous
to that of Sobolev. Also, we will say that v is the weak derivative of Sobolev. This
proposition thus shows that this weak derivative, when it exists, coincides with the
notion already introduced. We will show the reciprocal later.

Proof of Proposition 5.3. Taking φ = eν , we obtain that a(v; ν) = −i(ν · ω)a(u; ν).
Since v ∈ L2(Tm,H), we deduce that ((ν · ω)a(u; ν))ν ∈ ℓ2(Zm;H), and Proposition
5.2 allows us to conclude.

Let h ∈ H non zeros. Let φ ∈ C1(Tm,C). We apply the hypothesis with the
functions φh(x) := φ(x)h. We get the result.

It is a special case with H := C. □
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6. Link with Periodic Distributions and Distributions on the Torus

6.1. Preliminary on vector-valued distributions. We denote by D(Rm,K) the
vector space of class functions C∞ from Rm into K which vanish outside of a compact.

The space of distribution with values into E is by definition L(D(Rm,K),E). We
will note it D′(Rm,E).

Proposition 6.1. Each function f ∈ Lp
loc(Rm,E) defines a vector valued distribution

Tf , for all φ ∈ D(Rm,K) by

⟨Tf ;φ⟩ :=
∫
Rm

φ(x)f(x)dx.

Proof. Since f ∈ Lp
loc(Rm,E), we have f ∈ L1

loc(Rm,E) which shows in particular that
for all φ ∈ D(Rm,K), φf ∈ L1(Rm,E) and so that

∫
Rm φf ∈ E. Besides, we have for

all e′ ∈ E′

|e′ ·E′×E f | ≤ |e′|E′ |f |E,
and so e′ ·E′×E f ∈ L1

loc(Rm,R) for all e′ ∈ E′. Due to [14, Proposition 19, p. 66], we
deduce that f define a vector distribution. □

6.2. Periodification. The main reference here is [18].

Proposition 6.2. Let φ : Rm → E be a function with compact support. Then, for all
x ∈ Rm,

ϖ(φ)(x) =
∑

λ∈2πZm

τλφ(x)

is well defined, the function ϖ(φ) : Rm → E is periodic, and 2πZm ⊂ Per(ϖ(φ)).

Proof. Existence. We will verify that the sum defining ϖ(φ)(x) is finite.
Let x be fixed. τλφ(x) ̸= 0 implies x + λ ∈ supp(φ) which gives λ ∈ (supp(φ) −

x) ∩ 2πZm and as this intersection is finite because the support of φ is bounded, we
deduce that the sum defining ϖ(φ) deals only with a finite number of terms, hence
the existence of ϖ(φ).

Periodicity. This property is a direct consequence of the fact that 2πZm is a
group. □

The operator ϖ extends to compactly supported distributions as follows. For
T ∈ E′(Rm,E), we set for all φ ∈ D(Rm,K)

⟨ϖT ;φ⟩ := ⟨T ;ϖφ⟩.

Proposition 6.3. ϖ applies continuously D(Rm,E) into E(Rm,E) and E′(Rm,E) in
D′(Rm,E).

Proof. Let K be a fixed compact of Rm. ϖ applies continuously DK(Rm,E) into
E(Rm,E), hence D(Rm,E) into E(Rm,E). The expression defining ϖ for distributions
allows to conclude at the end of the proposition, since ϖ is defined as being its
transpose (with an abuse of notations). □
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Proposition 6.4. The following statements are true.
1. For all T ∈ E′(Rm,E), ϖT is periodic and more exactly we have for all λ ∈

2πZm ϖ(τλT ) = τλ(ϖT ) = ϖT.
2. For all F ∈ D′(Tm,E) and ψ ∈ D(Rm,K), we have ϖ(Fψ) = (ϖψ).F.
3. For all f ∈ C∞(Tm,K) and T ∈ E′(Rm,E), we have ϖ(fT ) = f.(ϖT ).

Proof. We refer to [18, p. 62–63], where the proofs can be adapted without problems
to the Banach framework as arrival space.

The assertion 1. is immediate by transposition.
For the assertion 2., we have τλ(ψF ) = τλ(ψ)τλ(F ) = τλ(ψ)F as F is periodic. We

can conclude by passing to the sum.
The last assertion can be done as the second one. □

Proposition 6.5. The following statements hold true.
1. If φ ∈ C0

c (Rm,E), then ϖ(φ) ∈ C0(Tm,E).
2. If φ ∈ C1

c (Rm,E), then ϖ(φ) ∈ C1(Tm,E) and moreover, we have for all
i = 1, . . . ,m

ϖ

(
∂φ

∂xi

)
= ∂ϖ(φ)

∂xi

and ϖ(dωφ) = dωϖ(φ).

3. For all k ∈ N ∪ {+∞}, if φ ∈ Ck
c (Rm,E), then ϖ(φ) ∈ Ck(Tm,E).

Proof. We notice that 3. is a consequence of 2. by iteration. We also notice that
supp(τλφ) = supp(φ) − λ.

Let fix an x. We shall prove that on a ball centered in x, we can choose a fix finite
set of indexes λ for which the terms of the sum are non zero. The assertions of the
proposition will follow immediately. Noticing K the compact supp(φ) − x, we remark
first that d(x; supp(τλφ)) = d(λ;K), and for some r > 0 being fixed, the set

Z := {λ ∈ 2πZm : d(x; supp(τλφ)) < r}
is finite, and since Z = {λ ∈ 2πZm : IntB(x, r) ∩ supp(τλφ) ̸= ∅}, we have over
IntB(x, r),ϖ(φ) = ∑

λ∈Z τλφ. Proposition is then proved. □

Remark 6.1. Previously, we have extended some functions u : IntQm → E to functions
ũ : Tm → E. Denoting by u0 the extension of u to Rm by 0, we have ũ = ϖ(u0).
6.3. Periodic distributions and distributions on the torus. Here also, the main
reference is [18] where the proofs can be adapted to the Banach framework. We begin
by a lemma of periodic partition of the unit.
Lemma 6.1. There exists a function θ ∈ D(Rm,R) such that ϖθ = 1.
Proof. See [18, p. 63]. □

Lemma 6.2 (Surjectivity Lemma). 1. For all f ∈ C∞(Tm,E), there exists φ ∈
D(Rm,E), such that f = ϖ(φ).

2. For all F ∈ (C∞)′(Tm,E), there exists T ∈ E′(Rm,E), such that F = ϖ(T ).
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Proof. Taking into account (6.5), we can take φ = θf and T = θF . □

Proposition 6.6. The spaces D′(Tm,E) and (C∞)′(Tm,E), equipped with the same
dual topologies (strong ones or week ones), are algebraically and topologically isomor-
phic.

Given the importance of this proposition, we demonstrate it in details.

Proof. 1. ϖ applies continuously D(Rm,K) in E(Rm,K), and so does apply D(Rm,K)
in E(Rm,K) ∩D′(Tm,K) = C∞(Tm,K). Its transpose, denoted as ϖT and defined for
all L ∈ (C∞)′(Tm,E), and all φ ∈ D(Tm,E) by

⟨ϖTL;φ⟩ = ⟨L;ϖφ⟩Tm

applies then continuously (C∞)′(Tm,E) in D′(Rm,E). But, ϖTL is a periodic distri-
bution, and ϖT sends continuously (C∞)′(Tm,E) to D′(Tm,E).

2. Let θ given by lemma of periodic partition of the unit. The application f 7→ θf
applies then continuously E(Rm,K) in D(Rm,K). Let Θ be the restriction of this
application to C∞(Tm,K). Θ applies also continuously C∞(Tm,K) in D(Rm,K), and
so its transpose continuously applies D′(Rm,E) in (C∞)′(Tm,E). Its restriction to
D′(Tm,E), again noted ΘT , applies D′(Tm,E) continuously in (C∞)′(Tm,E).

3. We check by a simple calculation that ϖT and ΘT are reciprocal. □

Remark 6.2. From now on, we will systematically do this identification.

Remark 6.3. We can explain this correspondence.
1. Given F ∈ D′(Tm,E) and T any distribution with compact verifying ϖT = F ,

we have for all f ∈ C∞(Tm,R) ⟨F, f⟩Tm = ⟨T ; f⟩.
2. If in addition F is locally integrable, we can take T = χQmF , and

⟨F, f⟩Tm =
∫

Qm
F (x)f(x)dx.

6.4. Link with the concepts previously introduced. We define Percival opera-
tors for the distributions.

Definition 6.1. We define the following.
1. The operator ∂ω on D′(Tm,E) in the following way. If T ∈ (C∞)′(Tm,E), we

set for all φ ∈ C∞(Tm,K) ⟨∂ωT ;φ⟩ = −⟨T ; dωφ⟩.
2. For T ∈ D′(IntQm,E), DωT , for all φ ∈ C∞(IntQm,K) by ⟨DωT ;φ⟩ =

−⟨T ; dωφ⟩.

Remark 6.4. The following assertions are true.
1. If φ ∈ C1(Tm,E), then φ ∈ D′(Tm,E) and ∂ωφ = dωφ.
2. If φ ∈ C1

c (IntQm,E), then φ ∈ D′(IntQm,E) and Dωφ = dωφ.

We now indicate a characterization of H1
ω(Tm,H) in terms of periodic distributions.
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Proposition 6.7. The following equality holds true

H1
ω(Tm,H) =

{
u ∈ L2(Tm,H) : ∂ωu ∈ L2(Tm,H)

}
,

and if u ∈ H1
ω(Tm,H), we have ∇ωu = ∂ωu.

Proof. We shall suppose that K = C for sake of simplicity.
Inclusion H1

ω(Tm,H) ⊃ {u ∈ L2(Tm,H) : ∂ωu ∈ L2(Tm,H)} .
Let u ∈ L2(Tm;H) such that ∂ωu ∈ L2(Tm,H). We remark first that we have for

all φ ∈ C∞(Tm,K) the following relation on ∂ω∫
Tm
φ · ∂ωu = −

∫
Tm
dωφ · u.

By Proposition 5.3, we deduce that u ∈ H1
ω(Tm,H) and ∂ωu = ∇ωu.

Inclusion H1
ω(Tm,H) ⊂ {u ∈ L2(Tm,H) : ∂ωu ∈ L2(Tm,H)} .

From 4. of Proposition 4.11, if u ∈ H1
ω(Tm,H), we have for all φ ∈ C∞(Tm,K)∫

Tm
φ∇ωu = −

∫
Tm
dωφ · u.

But, this means that ∇ωu = ∂ωu, and so ∂ωu ∈ L2(Tm,H). □

Each function f ∈ L1
loc(Rm,E) presents a distribution noted by Tf . We denote

Di the distributional partial derivatives on D′(Rm,E) and Dω the operator Dω =∑m
i=1 ωiDi. We recall that ∂ωu has been defined for u ∈ H1

ω(Tm,E).

Proposition 6.8. Let u ∈ H1
ω(Tm,E). Then, we have on D′(Rm,E)

DωTu = T∂ωu,

that is, Dωu is represented by ∂ωu.

To begin with, we notice that T∂ωu is well defined because
∂ωu ∈ L2(Tm,E) ⊂ L2

loc(Rm,E) ⊂ L1
loc(Rm,E).

Proof. Let φ ∈ C∞
c (Rm,K) be a fixed function. There exist λ1, . . . , λp such that

supp(φ) ⊂ ∪p
j=1(Qm + λj). Let i ∈ {1, . . . ,m}. We have

⟨DiTu;φ⟩ = −⟨Tu,
∂φ

∂xi

⟩ = −
∫
Rm

∂φ

∂xi

u,

and since if i ̸= j, (Qm + λi) ∩ (Qm + λj) is of zero measure, this integral is equal to

−
p∑

j=1

∫
(Qm+λj)

∂φ

∂xi

u = −
p∑

j=1

∫
Qm

∂φ(x+ λj)
∂xi

u(x+ λj)dx

= −
p∑

j=1

∫
Qm

∂φ(x+ λj)
∂xi

u(x)dx

= −
∫

Int Qm

 p∑
j=1

τλj

∂φ

∂xi

u.
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But, if x ∈ IntQm and λ is not a λj, j = 1, . . . , p, we have φ(x+ λ) = 0 by definition
of λj. Thus, the obtained integral is equal to

−
∫

Int Qm
ϖ

(
∂φ

∂xi

)
u.

Therefore, we finally obtain

(6.1) ⟨DωTu;φ⟩ = −
∫

Int Qm
ϖ(dωφ)u.

Moreover, arguing in the same way, we have the following identities∫
Rm

φ∂ωu =
p∑

j=1

∫
Qm+λj

φ∂ωu =
p∑

j=1

∫
Int Qm

(τλj
φ)∂ωu =

∫
Int Qm

 p∑
j=1

τλj
φ

 ∂ωu

=
∫

Int Qm
(∂ωu)ϖ(φ) = −

∫
Int Qm

udω (ϖ(φ)) ∂ωu = −
∫

Int Qm
ϖ (dωφ)u.

Thus, we have shown that∫
Rm

φ∂ωu = −
∫

Int Qm
ϖ (dω(φ))u.

Comparing this equality with the equality (6.1), we finally see that for all φ ∈
C∞

c (Rm,R)
⟨DωTu, φ⟩ =

∫
Int Qm

φ · ∂ωu,

which ends the proof of proposition. □

7. Sobolev Spaces on IntQm

Definition 7.1. We define
H1

ω(IntQm,E) :=
{
u ∈ L2(IntQm,E) : Dωu ∈ L2(IntQm,E)

}
,

which we endow with the norm

∥u∥ω :=
√∫

Int Qm
|u|2E + |Dωu|2E.

We define an inner product on H1
ω(IntQm,H) by setting, for all u, v ∈ H1

ω(IntQm,H)

(u; v)ω :=
∫

Int Qm
u ·H v +Dωu ·H Dωv.

Proposition 7.1. H1
ω(IntQm,E) is a Banach space (Hilbert space if E = H).

Proof. Let (un)n be a Cauchy sequence with values in H1
ω(IntQm,E). Then, the

two sequences (un)n and (Dωun)n are of Cauchy with values in the complete space
L2(IntQm,E), and so convergent to u and v respectively. Besides, the operator Dω is
continuous, and so that we can say v = Dωu, which proves that u ∈ H1

ω(IntQm,E). □

Definition 7.2. We define H1
ω,0(IntQm,E) as being the closure of C1

c (IntQm,E) in
H1

ω(IntQm,E).
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Remark 7.1. We can define also H1
ω(Rm,E).

The following two propositions explain the links between Sobolev spaces on the
torus and Sobolev spaces on the cube.

Proposition 7.2. The following assertions hold true.
1. For all u ∈ H1

ω(Tm,E), u|Int Qm ∈ H1
ω(IntQm,E).

2. For all u ∈ H1
ω,0(Tm,E), u|Int Qm ∈ H1

ω,0(IntQm,E).

Proof. 1. Let u ∈ H1
ω(Tm,E). We set w = u|Int Qm and z = ∇ωu|Int Qm . Let φ ∈

C∞
c (IntQm,K). There exists ϕ ∈ C∞

c (Tm,K) such that ϕ|Int Qm = φ. We then
successively have∫

Int Qm
φz =

∫
Tm
ϕ · (∇ωu) = −

∫
Tm

(dωϕ)u = −
∫

Int Qm
(dωφ)w.

This shows that z = Dωw and so w ∈ H1
ω(IntQm,E).

2. Let u ∈ H1
ω,0(Tm,E). By 1, u|Int Qm ∈ H1

ω(IntQm,E). Let (fj)j be a sequence of
elements of C1

c (Tm,E) converging to u in H1
ω(Tm,E). We denote by gj the restriction of

fj to IntQm and w = u|Int Qm . We have then : ∥w−gj∥ω = ∥u−fj∥1,ω and so the term
in the left tends to 0 as j tends to infinity, which means that : w ∈ H1

ω,0(IntQm,E). □

Proposition 7.3. For all u ∈ H1
ω,0(IntQm,E), there exists a unique ũ ∈ H1

ω,0(Tm,E)
such that ũ|Qm = u. Moreover, ∇ωũ|Qm = Dωu.

Proof. Let u ∈ H1
ω,0(IntQm,E) and (fj)j be a sequence of C1

c (IntQm,E) converging
to u in H1

ω,0(IntQm,E). So, there exists a sequence (Fj)j of C1
c (Tm,E) such that the

restriction of Fj to IntQm coincides with fj. The sequence (Fj)j is of Cauchy in
H1

ω,0(Tm,E) and so converges to a function U . We denote v the restriction of U to
IntQm, which is a function of H1

ω,0(IntQm,E) due to the previous proposition.
Besides, we have ∥v − fj∥ω = ∥U − Fj∥1,ω. Since the right hand side term tends to

0 as j goes to ∞, the term of right so is, and then by uniqueness of the limit, we have
v = u, that is, u = U|Int Qm and so we obtain the existence of ũ.

Let us now prove the uniqueness. Let U1 and U2 be two candidates. We have∫
Tm

|U1 − U2|2E =
∫

Int Qm
|U1 − U2|2E =

∫
Int Qm

|u− u|2E = 0,

which ends the proof. □

Remark 7.2. The two preceding propositions show in particular that the application of
H1

ω,0(Tm,E) to H1
ω,0(IntQm,E) which associates to u the value u|Int Qm is an isometric

isomorphism. That allows to identify the two Hilbert spaces.

8. Higher Order Spaces

Let us quickly point out that we can of course define higher order Sobolev spaces.
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Definition 8.1. Let p ∈ N∗. We define the space Hp
ω(Tm,E) as the space of u ∈

L2(Tm,E) such that for all j ≤ p, ∇j
ωu ∈ L2(Tm,E). It is endowed by the norm

∥u∥p,ω :=
√√√√ p∑

j=0
∥∇j

ωu∥2,

and is a Hilbert space when E = H.

Similarly, we define of course Hp
ω(IntQm,E). We can also define as well other spaces

built using Lp where p ̸= 2. Due to future needs, and since the study of H1
ω(Tm,E) is

already very detailed, we will not dwell more on these spaces.

9. On the Absolute Continuity of the Functions of Hp
ω(Tm,RN)

We suppose in this paragraph that E = RN .
Let u ∈ H1

ω(Tm,RN), and let g := u ◦ χ−1
1 . Then, g ∈ L2

loc(Rm,RN) and D1g ∈
D′(Rm,RN) ∩ L2

loc(Rm,RN). Let now Cm−1 be a convex set with non empty interior
of Rm−1, and Ξ := χ−1

1 (0 × Int(Cm−1)).
Fix an ε > 0. We introduce

Ωn := (n− ε, n+ 1 + ε) × Int(Cm−1),
this is an open convex subset of Rm, g|Ωn

and D1(g|Ωn
) are into L2(Ωn,RN).

Set now
On :=

{
y−1 ∈ Int(Cm−1) : [y1 7→ g(y1, y−1)] ∈ AC( (n− ε, n+ 1 + ε) ,RN)

}
.

Due to Necas [10, p. 61], for each integer n, On is of full measure in Int(Cm−1). Since
a countable union of negligible set is a negligible set, we deduce that ⋂n On is also of
full measure Int(Cm−1). But⋂

n

On =
{
y−1 ∈ Int(Cm−1) : [y1 7→ g(y1, y−1)] ∈ ACloc

(
R,RN

)}
.

By remarking that u(tω +∑m
j=2 yjbj) = g(t|ω|, y−1) and that χ−1

1 is a linear isometry,
we have then established the following.

Lemma 9.1. Let u ∈ H1
ω(Tm,RN). Then

Ξ′ :=
{
ξ ∈ Ξ : [t 7→ u(tω + ξ)] ∈ ACloc(R,RN)

}
is of full measure in Ξ.

We shall now establish the following proposition.

Proposition 9.1. Let u ∈ Hp
ω(Tm,RN).

1. There exists Ξp of full measure in Ξ such that if ξ ∈ Ξp, for Lebesgue-almost
every t ∈ R, the function t 7→ u(tω + ξ) is differentiable, and

dj

dtj
[u(tω + ξ)] = (∇j

ωu)(tω + ξ), j ∈ {0, . . . , p}, [t 7→ u(tω + ξ)] ∈ Hp
loc(R,RN).
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2. If u ∈ Hp
ω(Tm,RN) ∩ L∞(Tm,RN), then there exists Ξ′

p of full measure in Ξ
such that if ξ ∈ Ξ′

p

[t 7→ u(tω + ξ)] ∈ Hp
loc(R,RN) and sup

t∈R
|u(tω + ξ)| ≤ ∥u∥L∞(Tm,RN ).

Proof. First assertion when p = 1.
1. For y−1 ∈ Ξ′, the function y1 7→ g(y1, y−1) is locally absolutely continuous, and

so almost everywhere differentiable, and

D1g(y1, y−1) = ∂g

∂y1
(y1, y−1).

So, for almost every t ∈ R, we have

D1g(t|ω|, y−1) = ∂g

∂y1
(t|ω|, y−1).

Let t0 arbitrary such that these two members exist. By composition, t 7→ g(t|ω|, y−1)
is differentiable in t0, and we have in this point

d

dt
g(t|ω|, y−1) = |ω| ∂g

∂y1
(t|ω|, y−1).

Besides, since we have

d

dt
u

tω +
m∑

j=2
yjbj

 = d

dt
g(t|ω|, y−1),

we deduce d
dt
u(tω +

m∑
j=2

yjbj) exists t-almost everywhere, and then:

d

dt
u

tω +
m∑

j=2
yjbj

 = ∇ωu

tω +
m∑

j=2
yjbj

 ,
which we looked for.

2. We write ξ = ∑m
j=2 yjbj. Since χ−1

1 is a linear isometry and ∇ωu ∈ L2
loc(Rm,RN),

D1g = ∇ωu ◦ χ−1
1 ∈ L2

loc(Rm,RN). Thus, |D1g|2 ∈ L1
loc(Rm,R) and so by Fubini’

theorem, |D1g(·, y−1)|2 ∈ L1
loc(R,R) whence D1g(·, y−1) ∈ L2

loc(R,RN). From the
previous calculus, we get [t 7→ d

dt
u(tω + ξ)] ∈ L2

loc(R,RN), and then [t 7→ u(tω + ξ)] ∈
H1

loc(R,RN).
First assertion for any p. We shall proceed by induction. Let p ≥ 2, and assume

the assertion true for 1 and p− 1. By induction hypothesis for p− 1, there exists Ξp−1
of full measure in Ξ such that for all ξ ∈ Ξp−1, [t 7→ u(tω + ξ)] ∈ Hp−1

loc (R,RN) and

dj

dtj
[u(tω + ξ)] = (∇j

ωu)(tω + ξ), j ∈ {0, · · · , p− 1}.
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Since ∇p−1
ω u ∈ H1

ω(Tm,RN), by induction hypothesis for the rank 1, there exists Ξ∗ of
full measure in Ξ such that for all ξ ∈ Ξ∗, [t 7→ (∇p−1

ω u)(tω + ξ)] ∈ H1
loc(R,RN) and :

d

dt
[(∇p−1

ω u)(tω + ξ)] = (∇p
ωu)(tω + ξ), j ∈ {0, . . . , p− 1}

which gives the rank p as on the set Ξp := Ξp−1 ∩ Ξ∗ we have
d

dt
[(∇p−1

ω u)(tω + ξ)] = d

dt

[
dp−1

dtp−1 [u(tω + ξ)]
]

= dp

dtp
[u(tω + ξ)].

Second assertion. Using the same technique as in the proof of the previous lemma
and the positive version of Fubini’s theorem, we see that all

{ξ ∈ Ξ : |u(tω + ξ)| ≤ ∥u∥∞}
is of full measure in Ξ, and so the assertion 2. results from the first one and taking into
account the fact that the intersection of two sets of full measures is of full measure,
too. □

10. Traces Theory

10.1. Description of the boundary of Qm. The assertion 2. of Lemma 3.1 de-
scribes the border of the cube. We can decompose it into parts of dimensions k = 0
to m− 1. The part of dimension k is :

{p ∈ ∂Qm : card{j : |pj| = π} = m− k} .
We denote Fm the part (open faces) of dimension m− 1. It corresponds to the regular
border of Qm (cf. [5, p. 77] and [6, p. 95]). Denoting, for (i, j) ∈ {1, . . . ,m} × {1, 2}

F i
j := (−π, π)i−1 × {(2j − 3)π} × (−π, π)m−i,

we then have
Fm =

⋃
i,j

F i
j .

We introduce the following notations.
• R(∂Qm) := ∂Qm + 2πZm (network generated by ∂Qm).
• If p ∈ Fm, we denote ω(p) := ε(p) ω

|ω| where ε(p) is equal to 1 or -1 so that
ω(p) is returning at p in Qm. F i

j being a relative open, this has a good sense
(If ω and −ω were simultaneously leaving (or returning) in p, ω would be
tangent, which is contradicted by the freedom of its components). If p, q ∈ F i

j ,
ω(p) = ω(q), we note ωi,j the common vector.

• We define an involution ρ on ∂Qm by setting
ρ(−π, x−j) = (π, x−j) and ρ(π, x−j) = (−π, x−j).

We remark that ρ(F i
j ) = F i

3−j and we call that these faces are opposite.

Remark 10.1. ω(ρ(p)) = −ω(p) and so ωi,3−j = −ωi,j.

Lemma 10.1. There exists γ0 > 0 such that if γ ∈ (0, γ0], we have the following.
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• At least one of the intersections is empty(
p, p+ γ

ω

|ω|

)
∩R(∂Qm),

(
p, p− γ

ω

|ω|

)
∩R(∂Qm).

• If (p, p+ γω(p)) ∩R(∂Qm) ̸= ∅, then (ρ(p), ρ(p) − γω(p)) ∩R(∂Qm) = ∅.
• co{F i

j ;F i
j + γωi,j} ∩ co{F i

3−j;F i
3−j + γωi,3−j} = ∅, where co{A,B} :=

{λa+ (1 − λ)b : (λ, a, b) ∈ [0, 1] × A×B}.

Proof. Let ω̃ := ω
|ω| .

First step. Let

γ(p) := sup
{
γ > 0 : (p, p− γω̃) ∩R(∂Qm) = ∅ or (p, p+ γω̃) ∩R(∂Qm) = ∅

}
and γ1 := infp∈Fm γ(p). It is clear that γ(p) is the upper bound of a nonempty set
plus strictly positive reals, it is then into R+ \ {0}. We will find a strictly positive
real lowering all the γ(p), which shows that γ1 > 0.

For γ(p), let us introduce

γj(p) := sup
{
γ > 0 : (pj, pj − γω̃j) ∩ (π + 2πZ) = ∅

or (pj, pj + γω̃j) ∩ (π + 2πZ) = ∅
}
.

Since (p ∈ R(∂Qm)) if and only if exists j, pj ∈ π + 2πZ, we have γ(p) ≥ minj γj(p).
Let p ∈ Fm and assume without loss of generality that p1 = π. We calculate

γ1(p) = π
|ω̃1| and if j ≥ 2,

γj(p) = max {d(pj; π + 2πZ); d(2π − pj; π + 2πZ)}
|ω̃j|

≥ π

|ω̃j|
.

We conclude that
γ(p) ≥ min

1≤j≤m

π

|ω̃j|
.

Therefore, we have proved that γ1 > 0, and all γ0 ≤ γ1 satisfying the first condition.
Second step. We shall show that γ0 ≤ γ1 satisfies the second condition.
In fact, the first condition being verified, if γ ≤ γ1 and if (p, p+ γω(p)) ∩R(∂Qm)

is non empty, then (ρ(p), ρ(p) − γω(p)) ∩R(∂Qm) is empty.
Third step. Let us fulfill the last condition.
We set Bi

j(γ) := co{F i
j ;F i

j + γωi,j}. Bi
j(γ) and Bi

3−j(γ) are two parallel bands, of
width less than γ|ω|; they don’t intersect if 2γ|ω| < 2π. Setting γ2 := π

2|ω| , we ensure
that

(γ ≤ γ2) ⇒ (Bi
j(γ) ∩Bi

3−j(γ) = ∅).
Thus, every γ ≤ γ2 permits to fulfill the third condition.

We may then set γ0 := min{γ1; γ2} to conclude. □

Notations 10.1. We introduce now the following notations:
• Ki

j := {p ∈ F i
j : (p, p+ γωi,j) ∩ ∂Qm = ∅};
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• Li
j := F i

j ∩c Ki
j;

• Si
j := Ki

j + ωi,j[0, γ];
• K := ∪i,jK

i
j;

• L := ∪i,jL
i
j;

• S := ∪i,jS
i
j.

Remark 10.2. The last condition of the lemma ensures that ρ(Li
j) ⊂ F i

3−j.

10.2. Integration on the cube boundary. For sake of simplicity, we introduce the
following notations.

Notations 10.2. For u ∈ C0(∂Qm,E) and (i, j) ∈ Nm × N2, we put

• I i
j(u) :=

∫
[−π,π]m−1

u((2j − 3)π, x−i)dx−i;

•
∫

∂Qm
udσi := I i

2(u) − I i
1(u);

•
∫

∂Qm
udσω :=

m∑
i=1

ωi

∫
∂Qm

udσi.

By density, these continuous linear forms extend to L1(∂Qm,E). We set finally, for
u ∈ L2(∂Qm,E)

∥u∥L2(∂Qm,E) :=
√ ∑

1≤i,j≤m

I i
j(|u|2E).

Lemma 10.2. Let f ∈ C1(Qm,A) and g ∈ C1(Qm,B) with C = K. We have the
following.

1. For all i ∫
Qm

∂f

∂xi

⋄ g = −
∫

Qm
f ⋄ ∂g

∂xi

+
∫

∂Qm
f ⋄ gdσi.

2. ∫
Qm

(dωf) ⋄ g = −
∫

Qm
f ⋄ (dωg) +

∫
∂Qm

f ⋄ gdσω.

Proof. This is to use the Stokes formula for Qm. This is allowed (cf. [16, p. 343] or
[6, Chap. XXIV, n. 14]), and we have then, applying this formula to the differential
form f.g

∧
j ̸=i dxj ∫

Qm

∂

∂xi

(f ⋄ g) =
∫

∂Qm
f ⋄ gdσi,

and so that the first assertion is obtained by developing the derivative of product.
From there, the second assertion is immediate by linearity. □

10.3. Traces operators. We introduce the operator of traces T̃0 : C1(Qm,E) →
L2(∂Qm,E), which canonically extends into an operator T0 : C1(Tm,E) → L2(∂Qm,E).
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10.3.1. An intermediate estimate.

Proposition 10.1. There exists a constant C > 0 such that, for all u ∈ C1(Tm,E),
we have

∥T0(u)∥L2(∂Qm,E) ≤ C∥u∥1,ω.

To prove this proposition, we will start by proving the following lemma.

Lemma 10.3. There exists a constant C0 > 0 such that, for all u ∈ C1(Tm,E), we
have : ∫

K
|T0(u)|2Edσω ≤ C2

0

∫
S

[
|u|2E + |dωu|2E

]
.

Proof. Fix u, and let i, j be given.
We choose on F i

j a system of local coordinates (ξ, η), where ξ ∈ Rm−1 is tangent to
Ki

j and η is the coordinate following ωi,j, such that

Ki
j ⊂

{
(ξ, 0) : ξ ∈ Rm−1

}
.

For the sake of simplicity, noting by uη := ∂u
∂η

, we have for t ∈ [0; γ]

u(ξ, 0) =
∫ 0

t
uη(ξ, η)dη + u(ξ, t)

and so,
|u(ξ, 0)|2E ≤ 2γ

∫ t

0
|uη(ξ, η)|2Edη + 2|u(ξ, t)|2E,

and thus,
|u(ξ, 0)|2E ≤ 2γ

∫ γ

0
|uη(ξ, η)|2Edη + 2|u(ξ, t)|2E.

We integrate over t between 0 and γ, to obtain

γ|u(ξ, 0)|2E ≤ 2
∫ γ

0

(
γ2|uη(ξ, η)|2E + |u(ξ, η)|2E

)
dη.

Integrate overt ξ on Ki
j. It comes∫

Ki
j

|u(ξ, 0)|2Edξ ≤ 2
γ

∫
Ki

j

∫ γ

0

(
γ2|uη(ξ, η)|2E + |u(ξ, η)|2E

)
dηdξ.

Let ∆i,j be the absolute value of the Jacobian for the transformation (ξ, η) 7→
(x1, . . . , xm). We have∫

Ki
j

|u(ξ, 0)|2Edξ ≤ 2
γ

∆i,j max
{

1, γ
2

|ω|2

}∫
Si

j

|uη|2E + |u|2E.

Multiply by ωj and sum over (i, j).
Denoting ∆ := max

(i,j)
{ωi∆i,j} since each point of S is into at most 2m sets Si

j, we
have ∑

i,j

ωi∆i,j

∫
Si

j

≤ 2m∆
∫

S
,
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and finally we get∫
K

|u|2Edσω ≤ 4
γ
m∆ max

{
1, γ

2

|ω|2

}∫
S

|uη|2E + |u|2E.

We can then take

C0 :=

√√√√4
γ
m∆ max

{
1, γ

2

|ω|2

}
. □

Proof of Proposition 10.1. By periodicity of u and by Remark 10.2, we have∫
L

|T0(u)|2Edσω ≤
∫

K
|T0(u))|2Edσω.

Since in addition∫
∂Qm

|T0(u)|2Edσω =
∫

L
|T0(u)|2Edσω +

∫
K

|T0(u)|2Edσω,

the periodicity of u and the lemma allow to conclude with C = C0
√

2. □

10.3.2. Extension to H1
ω(Tm,E).

Proposition 10.2. The map T0 can be extended to a linear continuous map
γ0 : H1

ω(Tm,E) → L2(∂Qm,E).

Proof. By the previous proposition, the application T0 is linear and continuous of
(C1(Tm,E); ∥ · ∥H1

ω(Tm,E)) into L2(∂Qm,E) and since C1(Tm,E) is dense in H1
ω(Tm,E),

T0 can be extended in a unique way to a linear continuous application γ0 from
H1

ω(Tm,E) into L2(∂Qm,E). □

Remark 10.3. T̃0 extends
γ̃0 : H1

ω(Qm,E) → L2(∂Qm,E),
which is linear and continuous.

10.4. Theorem of traces. The main purpose here is to prove the theorem of traces,
which gives

H1
ω,0(Tm,E) = Ker γ0.

Let u ∈ L2(Qm,E). u can be canonically extended to
• û ∈ L2(Tm,E);
• ũ := χQm .u.

Lemma 10.4. We have the following.
1. If u ∈ L2(Qm,E), then ũ ∈ L2(Rm,E).
2. If u ∈ H1

ω(Qm,E) and γ̃0(u) = 0, then, for all φ ∈ C1(Qm,K), we have∫
Qm

φ · ∇ωu = −
∫

Qm
(dωφ) · u.

3. If u ∈ H1
ω(Qm,E) and γ̃0(u) = 0, then ũ ∈ H1

ω(Rm,E) and ∇ωũ = ∇̃ωu.
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Proof. 1. Since u is measurable, ũ is obviously measurable. We have∫
Rm

|ũ|2E ≤
∫

Qm
|ũ|2E ≤

∫
Qm

|u|2E < +∞,

and so that ũ ∈ L2(Rm,E).
2. There exists (un)n with values into C1(Qm,E) converging to u.
Since γ0 is linear continuous, we see that (γ̃0(un))n is of Cauchy in L2(Qm,E) and

so converges, and that the limit is γ̃0(u) = 0.
Stokes formula immediately gives that∫

Qm
φdωun = −

∫
Qm

(dωφ)un +
∫

∂Qm
φ · γ̃0(un)dσω.

Taking the limit, we get the desired result.
3. Let φ ∈ C1(Qm,K). We have∫

Rm
φ · ∇ωũ = −

∫
Rm

(dωφ)ũ,

due to derivation within the meaning of distributions; but the first term is

−
∫

Qm
(dωφ)u =

∫
Qm

φ.(∇ωu) =
∫

Qm
φ · (̃∇ωu),

because of 2.
Thus, for all φ ∈ C1(Qm,K), we have∫

Rm
φ · ∇ωũ =

∫
Qm

φ · (̃∇ωu),

which gives the assertion 3. □

Lemma 10.5. Let u ∈ L2(Qm,E). We define for α > 1, ũα : Rm → E by

ũα(x) := ũ(αx).

Then
1. ũα ∈ L2(Rm,E);
2. supp(ũα) ⊂ IntQm;
3. limα→1+ ∥ũα − ũ∥L2(Rm,E) = 0;
4. If in addition ũ ∈ H1

ω(Rm,E), then ũα ∈ H1
ω(Rm,E) and

lim
α→1+

∥ũα − ũ∥H1
ω(Rm,E) = 0.

Proof. 1. It is a consequence of the previous lemma.
2. Since supp(ũ) ⊂ Qm, it comes that

supp(ũα) ⊂ 1
α
Qm ⊂ IntQm.

3. Suppose, first, that u is in addition continuous.
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There exists then in R the number M := sup
x∈Rm

|ũ(x)|E. Besides,

∥ũα − ũ∥2
L2(Rm,E) ≤

∫
Qm

|ũα(x) − ũ(x)|2Edx.

For a fixed x, |ũα(x) − ũ(x)|2E tends to 0 as α tends to 1, and this function is less than
the constant 4M2, which is integrable on Qm. Lebesgue’s dominated convergence
theorem allows us to conclude.

Now, let us move on to the general case. Let us fix ε > 0. By density, there exists
φ ∈ C0(Qm,E) such that ∥ũ − φ̃∥L2(Rm,E) ≤ ε/3. Since φ is continuous, there exists
α0 > 1 such that if α ∈ (1, α0), we have ∥φ̃α − φ̃∥L2(Rm,E) ≤ ε/3. We have then if
α ∈ (1, α0)

∥ũα − ũ∥L2(Rm,E) ≤ ∥φ̃− ũ∥L2(Rm,E) + ∥φ̃α − φ̃∥L2(Rm,E) + ∥φ̃α − ũα∥L2(Rm,E) ≤ ε.

4. Due to Lemma 10.4, we know that ũα ∈ H1
ω(Rm,E). By 3, it suffices to show

that
lim

α→1+
∥∂ω (ũα − ũ) ∥L2(Rm,E) = 0.

But, we have
∥∂ω (ũα − ũ) ∥L2(Rm,E) ≤ ∥(∂ωũ)α − ∂ωũ∥L2(Rm,E) + ∥(∂ωũ)α − ∂ω(ũα)∥L2(Rm,E).

Besides, by 3, the first term of the right hand side tends to 0. For the second, we may
write

∥(∂ωũ)α − ∂ω(ũα)∥L2(Rm,E) = (αm − 1)∥∂ω(ũα)∥L2(Rm,E),

which is the product of a term tending to 0 by a term bounded at the neighborhood
to the right of 1, so the limit is 0, which ends the proof of the lemma. □

Theorem 10.1 (Theorem of traces). We have H1
ω,0(Tm,E) = Ker γ0.

Proof. We shall prove firstly that H1
ω,0(Tm,E) ⊂ Ker γ0.

Let û ∈ H1
ω,0(Tm,E), u ∈ H1

ω,0(Qm,E) associated to and (φn)n be a sequence of
C1

c (Tm,E) converging to u in H1
ω,0(Tm,E). We have for all integers n

γ0(φn) = T0(φn) = 0,
and so by continuity of γ0, we have γ0(u) = 0, and so that γ0(û) = 0 and the inclusion
is therefore proven.

Conversely, we aim to prove that H1
ω,0(Tm,E) ⊃ Ker γ0.

Let û ∈ Ker γ0, u ∈ H1
ω(Qm,E) associated and ε > 0. By Lemma 10.5, there exists

α0 > 1 such that ∥ũ− ũα0∥H1
ω(Rm,E) ≤ ε/2. Let (ρn)n be a regularizing sequence. Then,

for all n, ρn ∗ ũα0 ∈ C1
c,ω(Rm,E).

Moreover, since supp(ũα0) ⊂ IntQm and diam(supp ρn) tends to 0 as n goes to
+∞, we know that for n large enough, supp(ρn ∗ ũα0) ⊂ IntQm. There exists a
φ ∈ C1

c,ω(Qm,E) such that ∥φ− ũα0∥1,ω ≤ ε/2. Finally, we get ∥φ− u∥1,ω ≤ ε, which
proves that u ∈ H1

ω,0(Qm,E), i.e., û ∈ H1
ω,0(Tm,E). □
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11. Conclusion

In this work, we have completely studied the relations between functions on the
torus and the functions defined on the m-dimensional cube Q = [−π, π]m.

We have in particular presented the spaces derived from Percival’s formalism and
adapted to them the usual results. We have noticed that whether some results extend,
some do not: for example, the Rellich-Kondrachov theorem is no longer valid here.

This study has a number of direct and indirect applications in the search for
almost/quasi- periodic solutions of an ordinary differential equation and transforming
it to the search of periodic solutions in each variable of a partial differential equation.

Acknowledgements. The author would like to thank the referees for their comments
and suggestions on the manuscript.
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