MpupoaHo-matemaTnyku dbakynTet MH®OPMATUKA
YHusep3uTtet y Kparyjesuy

Papoja lomaHoswuha 12, 34000 Kparyjesaly, MacTtep akagemcke ctyanje

Ctyamjcku nporpam: MacTtep akagemcke cTyamnje MHpopmaTuke

Hasus npegmeta: APXUTEKTYPA CNELUNIAZTU3OBAHUX NMPOLLECOPA 3A 3AK/bYYUBAHE

Cratyc npeameTa: M360pHM Ha CBUM MOAYIMMa MacTep aKaJeMCKUX CTyaAnja MHopmaTuKe

bpoj ECINB: 6

YcnoB: YnucaH oarosapajyhu cemecrap

Lunm npeamerta

YNo3HaTu CTyAeHTe ca CaBpeMeHUM apxXMTEeKTypama aKLesepaTopa 3a u3Bohere BeluTauke MHTeINreHumje, ca akLLeHTOM Ha
digital in-memory computing napagurmy Kojy npumeryje KomnaHuja D-Matrix. Pa3suTu pasymeBarbe TEXHUYKMX M33308Ba Y
norneay naTeHumje, eHepretcke edUKacCHOCTM U CKanabMNHOCTU y 0AHOCY Ha CTaHZAPAHE npucTyne.

Ucxop npegmeta

HaKoH ycnewHo caBnafaHor npeameTa, ctyaeHT he 6utn cnocobaH ga pasyme OCHOBHE NpUHLMMe in-memory u near-memory
payyHaHba, Aa 06jacHM apXMTEKTYPY M HaumH paga D-Matrix Al akuenepatopa (Corsair), Kao 1 Aa ynopean pasnmumre
apxuTtekType Al aKkuenepatopa Kao wro cy TPU, GPU 1 DIMC (Digital In-Memory Computing). Takohe, cTyaeHT he 6utn y
CTakby a CUMYAMPA OCHOBHE PyHKLUMOHanHocTM DIMC cuctema v aa aHanmsmpa nepdopmaHce U orpaHUyerba caBpemennx Al
akueneparopa.

Cappikaj npeamerta
Teopujcka Hacmasa

YBog y Al akuenepatope — MoTMBaLMja, noTpebe 1 nsasosu;EHepreTcka ePpuKacHOCT M NaTeHUMja Y UHDEPEHUN|U BEUKUX
mogaena;PoH HojmaHCKO YCKO rpsio 1 Npenasak Ka in-memory apxutektypama;NpuHunnu digital in-memory
padyHarba;Anropmutmu ca ceewhy o peTkocTu (sparsity-aware) n ywteaa pecypca;ApxuTtektypa D-Matrix Corsair
akuenepaTtopa;Anatv 3a mogenvpame u cumynaunjy Al akuenepatopa;Benchmarking LLM moaena Ha pasnnuymtum
apxuTekTypama;lepcnekTnse passoja u npumeHe DIMC pewema

lMpakmuyHa Hacmasa

Yno3HaBar€e ca OKpYyKerem M anatom 3a cumynauujy (NumPy, PyTorch);Cumynaumja MHOXKeHa MmaTpuLa y MeMopujn
(DIMC);Pa3nuka usmehy KnacmuHor u in-memory cabuparba;MogenoBarbe peTkMx maTpuua M onTMMM3aLmja onepauuja;
YBog y HDL mogenosatrbe — jegHoctaBaH DIMC moayn;Bepudunkauymnja DIMC moayna y Vivado cumynatopy;beHumapkupatrbe
nHoepeHumje LLM mogena — CPU vs GPU vs cumynaumja DIMC;Kopuwhere oTBOpeHOr KoAa 1 anaTta 3a akuenepartope
(ONNYX, Triton);MpojeKTHM paa: AM3ajH U cMMyNaLMja aKLenepaTopa 3a jeAaH coj mpexke;AHanusa neppopmaHcu: naTeHumja,
NPOTOK, NOTPOLWHA;TyAuja caydaja: D-Matrix npuctyn u apxmtekTypa;lpmunpema 1 npeseHTaumja npojeKara.
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BpojyacoBa aKTMBHe HacTaBe | TeopujcKa HacTaBa: 2 | MNpaKTuyHa HacTaBa: 1+1

MeToge ussohera HacTase

MpobaemcKu-opujeHTMCaHa HacTaBa, NPaKTUYHA HACcTaBa, CaMOCTaIHM Pag CTYAeHaTa, KoHcyaTaumje. KombuHaumja KnacuuHe
HacTaBe ca e-y4erbem U y3 ogrosapajyhy nutepatypy.

MpaKTM4YHa HacTaBa ce 06aB/ba y BUAY 1abOPATOPUjCKMX BEKOM Y PauyHAPCKMM YUMOHULLAMA, Ha KOjUMa CTYAEHTH
CaMOCTa/IHO MK y3 Nomoh acucTeHaTa pelasajy peanHe npobaeme n3 obnactv onTummnsaumje.

OueHa 3Hawa (makcumanHu 6poj noeHa 100)

NpegucnutHe o6aBese 70 noeHa 3aBpLWwHM ucnut 30 noeHa

KOJIOKBUjyMU 30 YCMEHMU UCNUT 30

ceMnHap-u 40




