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Lunm npeamerta

OcnocobsbaBakbe CTyAEHATA 33 Pa3yMeBatbe Napaanrme Ay6MHCKOr yuyerba Kao rpaHe MAaLLMHCKOT y4ekba, Koja ce 3acHMUBA Ha
npeacTaB/batby NOLAATAKa HA BUCOKOM CTeNeHy ancTpakumje. MpeameT ynosHaje cTyAeHTe ca K/by4HUM eNeMeHTUMA
KNACUYHMUX U HAaNpeHUX HEYPOHCKMX MpeXa, TEXHUKama perynapusaunje n anroputMmma yyema. Mpoyyasajy ce metoae
Ay6OKOor yyera y BaXKHUM NOoAPYYjMMA BELITAYKE UHTENIMTEHLMjE KAo LUTO Cy: NPOrHO3upakbe, pavyHapcku Bua, obpasa
NPUPOAHMX je3nKa, pasymeBarba roBopa 1 3By4HUX curHana. NpegmeT noapasymesa pa3soj anjunkaumja y MoaepHUm
CcopTBEPCKMM OKBUPUMA 33 AYOOKO yuere.

Ucxop npeamera

CasnagfaHo rpaameo ocnocobuhe CTyAeHTa: Aa CYLITUHCKU pasyme npesHoCTU AyOMHCKOr yuyera y 04HOCY Ha anTepHaTUBHE
NPUCTyNe MaLllMHCKOT Y4Yerba; Aa OBNAAA TEXHUKAMA y4Yera AyOuHCKUX moaena; Aa objacHu noapydja npumeHe Ay6oKux
MOZena; padyme Kako O4JlyKe AOHeCeHe Yy NPoLecy An3ajHa a/IrOPUTMA YTUYY HA NOHALLakbe aNropmuTMa; 4a BpedHyje
MeTpUKe KBasnTeTa Aybokox moaena; Aa AnsajHnpa u obnKkyje mogene y jesMumma BUCOKOr HMBOa.

Capprkaj npegmerta

Teopujcka Hacmasa

FpapuBHM enemeHTH Ay6OKOr yuera. YTBphMBarbe maTeMaTMYKOr anapaTta noTpebHor 3a n3yyasarbe MeToAa Ayb6oKor yuerba
(nvHeapHa anrebpa, BepoBaTHoha 1 Teopuja MHPOPMaLMja, E1EMEHTU HYMEPUYKOT M3padyHaBakba, ONTUMU3ALLMOHE
TeXHUKe). ApXUTEKTYpPa AYBOKUX HEYPOHCKUX mpedKa. MoTnyHO noBesaHe HeypPOHCKE MPEXKE - BULLIEC/IOjHE apXUTEKType
NPOUECHUX jeANHULA, aKTUBaUMOHe GYHKUMje M anropuTam nponaraumje yHasas. KoHsonyumoHe mpexke. KoHBonyumja,
Le/betbe NnapameTapa, KOHBOYLMOHE PyHKUMje, CTPYKTYMPaHU U3nasu, edpuKacHU KOHBOYLMOHM anroputmn. VGG, ResNet,
MobileNet. CekBeHUujanHu moaenun. PekypeHTHe mpeke, LSTM, mexaHM3am naxme u TpaHchopmepu. lyboko yuerwe
noTkpen/buBarwem. [lyboKko g-yuerbe n PPO. FeHepaTUBHM mopgenu. boaumaHoBe MalluHe, ayTOEHKO4EepPU, BapujaLoHM
ayTOEeHKOAEepW, reHepaTMBHE cynapHuUuKe mpexe. MNpaherse state-of-the-art (SOTA) meToaa y Aybokom yuery. MpaKkTUUHK
ACMNEeKTU TPEHUHIa HEYPOHCKUX MmpelKa. [peTpeHuHr, caMoHaarneaHo yyere, PUHO nogellasarbe, NPEHOC 3Hakba, PaHo
3ayCTaB/batbe, TEXHWUKE perynapusaLmje 3a HeypoHcKke mpexke. OnTummnsaumja y obyyaBary Ay6GUHCKUX Mpeka (M3a30BK —
HecTajyhu rpagujeHT, cTpaTernje nHUUMjanmsaumje napameTapa, aganTMBHU anropuTmm yderba). Ctpateruje nsbopa
Xunepnapamerapa.

Mpakmuy4Ha Hacmaea

MmnnemeHTaumja metoga Ay6UHCKOT yuerba y nporpamckom jesunky Python nomohy 6ubnmnoteka Tensorflow, Keras u PyTorch.
Pap Ha Bexxbama nogpasymeBa NPUMEHY CTEYEHOT 3HaHa Ha pPellaBatbe KOHKPETHUX aKTyeIHUX Npobiema y pasiMunTum
obnacTma AyOUHCKOT yyera.
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Metoge nssohera HacTaBe

KombuHaumja KnacuyHe HacTase y3 Kopuwherbe eNeKTPOHCKOr Kypca v y3 HaBedeHy uTepatypy; Y naaHy je 3agasarbe
nomahux 3aaTaka M M3paga npojekata Kopuwherem anaTta 3a KOHCTPYWCakbe, TPEHUPatbe U TeCTUPatbe HEYPOHCKUX Mpeka.
HacTaga je npo6i1emMcKM-opujeHTMCaHa, AOK ce Ha BexXbama oYeKyje caMoCTajiHM pag CTyaeHaTa.

OueHa 3Haka (MmakcumanHu 6poj noeHa 100)

MNpepgucnutHe obasese 70 noeHa 3aBpLUIHK UCNUT 30 noeHa
ceMnHap-u 35+35 YCMEHU UcnuT 30
HanomeHa:

dakynTeT noceayje HeonxoAHy MHGPACTPYKTYpPY 3a peannsaumjy HacTase Ha oBom npeameTy (Tabena 10.2)
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