MpupoaHo-matemaTnyku dbakynTet MH®OPMATUKA
YHusep3uTtet y Kparyjesuy

Papoja lomaHoswha 12, 34000 Kparyjesaly, MacTtep akagemcke ctyanje

Ctyamjcku nporpam: MacTtep akagemcke cTygmnje MHpopmaTuke

Hasus npegmeta: HEYPO-CUMBOJ/IM4KO PAYYHAHE

Cratyc npegmerta: MI360pHM Ha CBMM MOAY/IMMa MacTep akafeMCKMX cTyanja nHbopmatmke

bpoj ECINB: 6

YcnoB: YnucaH oarosapajyhu cemecrap

Lunm npeamerta

Lumb npegmerta je ga ctyaeHTMMa omoryhu pasymeBatrbe U NPUMEHY METOAa KOje MHTErpuLLY HEYPOHCKE MpesKe U1
CcMMBONYKO 3aK/byumBarbe paau usrpaghe objawrbuBmx, pobycHUX N GAeKCMbUNHUX MHTEeAUTEeHTHUX cucTema. MNocebaH
aKLeHaT je Ha noBe3nBakby AyHOKOr yuerba ca OpMaNHUM NOTUYKMM CUCTEMUMA.

Ucxop npegmeta
CtyneHT he ctehu 3Harba 0 NOBE3MBakby HEYPOHCKUX MPErKa U CUMBOJIMYKOT 3aK/byumBatba M Mohu he ga npumeHu
CaBpeMEHe Heypo-CMMBOANYKe NPUCTYNE Y pellaBakby KOMMIEKCHMX npobaema..

Capgprkaj npegmerta

Teopujcka Hacmasa

YBog,y Heypo-cMMBOIMUKY BeluTauky nHTenureHumjy. ctopumja u motusaumja 3a uHterpaumjy. OcHose cumbonmykor
payyHara. McKkasHa n npegmKaTcKa formka. OnucHe nornke. OCHOBE HEYPOHCKMX MperKa. PeKypeHTHe HEeYPOHCKe Mmpexke.
KoHBosyuMoHe mpeske. JTornyke HeypoHcKe mpexe. MapKos/bese HeypoHcke mpexke. DeepProblog Kao npumep anaTa 3a
HeypocMmMbMI0UKO padyHarbe. POBYCHOCT y 3aK/byumBakby. BepudurKaumja HeypoHCKux mpexe nomohy cumboanyKmx
cuctema. MoryhHOCTM MHTepRpeTaLmje HEeYPOHCKUX MpeKa Yy CUMBOIMYKMM cCUCTEMUMA U 0BpHYTO. NMpuMeHe y
BM3yenunsaumnjn, obpagm NnpuposHuUX jesmka.

lMpakmuyHa Hacmasa

3ajegHUYKO KOHUMMMpPakbe M pa3paga TeEMe U cagpiKaja npojekaTa. Ynyhusarbe y KOHUENpe, cpeactsa U MTepaTypy.
MNpahere u ANCKycKja peluerba U pe3ynTaTta TOKOM paja Ha NPOjeKTY U HeroBO AOKYMEHTOBAHE.

CTy[eHTM KPO3 CaMOoCTaNlaH UM TUMCKM pag, peanusyjy UCTparkMBayKe U NPOjeKTHe 3agaTKe Koju obyxBaTt3ajy aHanmay
npobnema Koju 3axTeBa MHTErpaLLMjy CUMBOUYKUX U HEYPOHCKMX MeToAa, M3bop oarosapajyhux anata u okpyKema (Hnp.
DeepProblog, PyTorch, TensorFlow, Logic Tensor Networks) n umnnemeHtaunjy pewema. AKLEHAT je Ha eKCNepUMeHTaIHOM
TecTMparby 1 nopehetrby pasanUYUTUX NPUCTYNA, KAo U Ha aHaAN3M JO0BUjeHUX pe3ynTaTa y KOHTEKCTY 06jallbuBOCTH,
pobycHOCTU U UHTepnpeTabuAHOCTH cucTema.
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vkhwNpeE

Bpoj yacoBa aKTUBHe HacTaBe | Teopwujcka HacTaBa: 2 | MpakTuyHa HacTaBa: 1+1

MeToge ussohera HacTase
Ha npefasarbmma ce KOpUCTE KnacuyHe metoae Hactase. Ha Bexkb6ama ce yBexx6aBajy M3N0XKeHN NPUHLMIK, pa3maTpajy ce
o6nactv npumeHe. CamoCTanHO MM TUMCKM PELLaBajy KOHKPETHU npobaemm.

OueHa 3Hara (MaKcumanHm 6poj noeHa 100)

MNpepgucnutHe obasese 70 noeHa 3aBpLUIHK UCNUT 30 noeHa
NPaKTMYHa HacTaBa 10 YCMEHMU NcnuT 30
KOJIOKBUjyM-U 30

CeMMHap-m 30




