MpupoaHo-matemaTnyku dbakynTet MH®OPMATUKA
YHusep3uTtet y Kparyjesuy

Pagoja lomaHosuha 12, 34000 Kparyjesal, OcHOBHe aKageMcKe cTyauje

Cryamjcku nporpam: OCHOBHE aKademcKe cTyavje MHGopmaThKe

Hasus npeamerta: KOMIMJYTEPCKU BU[,

Cratyc npeameTa: M360pHM Ha cBUM moayanma OCHOBHMX aKaAeMCKUX CTyAnja MHPopmaTHKe

bpoj ECMNB: 5

Ycnos: YnucaH oarosapajyhu cemectap; nonoXeHu npegmeTt YBOZ Y BELITAYKy MHTENUTEHLM)Y U YBOA Y HayKy O nogaumma

Lunm npeamerta

Ln/b npegmeTa je ga CTyAEHTU CTEKHY pa3yMeBakbe airopMTama U TEXHWKA M3 061acT KOMNjyTePCKOr BUAA, Ca NOCeOHUM
aKLEHTOM Ha MPMMEHY KOHBOJTYLIMOHUX HEYPOHCKMX MPEXKa M caBpeMeHUX meToga Aybokor yyerba. CTyaeHTn he 6uTtn
0CNocob/beHM 3@ MPAKTUYHY MPUMEHY OBUX TEXHUKA Y PA3NIMYUTUM JOMEHUMA KAo LUTO CY NpPeno3HaBake nLa, AeTekumnja u
cermeHTaumja objekara, knacudurKaumja camMKa, Kao U NPUMeHa TEXHUKA Kao wTo cy transfer learning, augmentacija nogaTtaka
n evaluacija mogena.

Ucxop npeamera

Mo 3aBpLIETKY Kypca, CTYAEHT je cnocobaH Aa 06jacHM OCHOBHE KOHLLENTE KOMMjYTEPCKOT BUAA U HETOBY NPUMEHY Y
pelaBaky peanHux npobnema, UMNIeMeHTUPA KOHBONYLMOHE HEYPOHCKE MpeXKe Y Nporpamckom jesuky Python ys
ynoTpeby 6ubanoTeKka Kao wto cy TensorFlow u Keras, Kopnctu TexHuWKe Kao wTo cy dropout, batch normalization, fine-
tuning, transfer learning u data augmentation, ansajHupa 1 obyum mogene 3a KnacupuKkaumjy, NoKannsaumjy u aeTekumnjy
objekaTa (Hnp. YOLO, ResNet), aHanusupa neppopmaHce mogena NpMMeHOM Mepa Kao LWITO Cy TaYHOCT, MPeLuU3HoCT,
CeH3nTUBHOCT, F1-mepa.

CaapKaj npegmeta

Teopujcka Hacmasa

YBOZ y KOMNjyTepcku Bua;: aedpuHuumje, npumepm u npobaemu. CTpyKTypa BelTauKor u 61MosiowKor HeypoHa, ocHoeu DNN u
CNN. YBug y CNN apxuteKkTtype: LeNet, AlexNet, VGG, GoogleNet, ResNet, MobileNet. JlTokanusaumja n getekumja objekata
(bounding box, sliding window, anchor boxes). HanpeaHe TexHuke: transfer learning, fine-tuning, 3amp3aBarse cnojesa. Ysog,
y YOLO u R-CNN apxutekType.

Mpakmuy4Ha Hacmasa

YnosHaBatbe ca Tensorflow 6Mb6anoTeKOM 1 HbeHOM NpMMeEHa Ha Kpeuparbe U obyyaBarbe mogena obpaheHunx y Teopujckom
OeNy 3a pewasBatbe KOHKPETHUX Npobaema. MmnnemeHTaumja jegHoctasHux CNN mpexka y Python-y (Keras, TensorFlow).
MprmeHa CNN mperka Ha knacuoukaumjy camka (npr. MNIST, CIFAR). TpeHUHT 1 eBanyaumja mogena; Busyanamsaumja
pesynTaTa. Pa3Boj cuctema 3a getekumjy objekata npumeHom YOLO. Pa3Boj M oabpaHa camMoCTa/IHOT NpojeKTa.
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BpojyacoBa aKTMBHe HacTaBe TeopwujcKa HacTaBa: 2 | MpaKTU4YHaA HacTaBa: 2

MeToge ussohera HacTaBe

Ha npefasarbmma ce KOpUCTe KnacuyHe MeToAe HacTaBe U HacTaBga je npobiemcku-opujeHTcaHa. Bexbe nogpasymesajy
NPaKTUUYHY UMNAEMEHTALLM]Y MOLENa U CAMOCTaIHM Pag rpyne CTyAeHaTa Ha pellaBakby KOHKpeTHor npobaema nog,
MEHTOPCTBO HaCTaBHMKa.

OueHa 3Hawa (makcumanHu 6poj noeHa 100)

NpegucnutHe o6aBese 50 noeHa 3aBpLWwHM UcNut 50 noeHa

Tect 20 YCMEHU ncnut 50

CemnHapCcKu pag 30




