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In data science, feature selection algorithms aim to reduce the dimensionality of
the data and increase the performance of prediction models. Several successful feature
evaluation approaches exist, mostly focusing on classification. We will present ideas
of classical supervised approaches (filter, wrapper, and embedded methods), both
heuristic and o ptimization based. We will focus our presentation on recent results
in extensions to supervised learning (multi-task, multi-view, and multilabel), as well
as unsupervised and semi-supervised learning. We will present important issues in
feature subset selection such as stability, redundancy, and higher order interactions.
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